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Clustering of Microarray Data

1. Clustering of gene expression profiles (rows) => 
discovery of co-regulated and functionally 
related genes(or unrelated genes: different 
clusters)

2. Clustering of samples (columns) => 
identification of sub-types of related samples

3. Two-way clustering => combined sample 
clustering with gene clustering to identify which 
genes are the most important forsample 
clustering



Hierarchical Clustering

Hierarchical Clustering Dendrogram
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- The root represents the whole data set

- A leaf represents a single object in the data set

- An internal node represent the union of all objects in its sub-

tree

- The height of an internal node represents the distance between 

its two child nodes

Dendrograms



Hierarchical Clustering

• Two main types of hierarchical clustering.

– Agglomerative:  
• Start with the points as individual clusters

• At each step, merge the closest pair of clusters.  

• Until only one cluster (or k clusters) left

• This requires defining the notion of cluster proximity.

– Divisive:
• Start with one, all-inclusive cluster 

• At each step, split a cluster 

• Until each cluster contains a point (or there are k clusters)

• Need to decide which cluster to split at each step.



Basic Agglomerative Hierarchical 

Clustering Algorithm

1. Initially, each object forms its own cluster

2. Compute all pairwise distances between the initial clusters (objects)

repeat

3. Merge the closest pair (A, B) in the set of the current

clusters into a new cluster C = A ∪ B

4. Remove A and B from the set of current clusters; insert C

into the set of current clusters

5. Determine the distance between the new cluster C and all other 

clusters in the set of current clusters

until only a single cluster remains



• For agglomerative hierarchical clustering we start with 
clusters of individual points and a proximity matrix.

Agglomerative Hierarchical Clustering: 

Starting Situation
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C2C1

• After some merging steps, we have some clusters. 

Agglomerative Hierarchical Clustering: 

Intermediate Situation
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C2C1

• We want to merge the two closest clusters (C2 and C5)  and 

update the proximity matrix. 

Agglomerative Hierarchical Clustering: 

Intermediate Situation
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• The question is “How do we update the proximity matrix?”

Agglomerative Hierarchical Clustering: 

after Merging
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Distance Matrix

•Key operation is the computation of the distance of two 
clusters.

•Different approaches to defining the distance between clusters 
distinguishes the different algorithms



Inter-cluster distances

• Four widely used ways of defining the interinter--cluster cluster 

distancedistance, i.e., the distance between two separate 

clusters Ci and Cj, are

oo single linkagesingle linkage method method (nearest neighbor):

oo complete linkagecomplete linkage method method (furthest neighbor):

oo average linkageaverage linkage method method (unweighted pair-group 

average):

o centroid linkage method (distance between 

cluster centroids ci and cj):
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• Distance (dissimilarity) of two clusters is based on the 

two most similar (closest) points in the different clusters 

Ci and Cj :

Single linkage 

(minimum distance) method

I1 I2 I3 I4 I5

I1 1.00 0.90 0.10 0.65 0.20

I2 0.90 1.00 0.70 0.60 0.50

I3 0.10 0.70 1.00 0.40 0.30

I4 0.65 0.60 0.40 1.00 0.80

I5 0.20 0.50 0.30 0.80 1.00 1 2 3 4 5

–Determined by one pair of points, i.e., by one link in the proximity 
graph.

–Can handle non-elliptical shapes.

–Sensitive to noise and outliers.

Similarity matrix
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Single linkage
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Hierarchical Clustering: minimum distance

Nested Clusters Dendrogram
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Strength of minimum distance

Original Points Two Clusters



Limitation of minimum distance

Original Points Two Clusters



• Distance of two clusters is based on the two least 

similar (most distant) points in the different clusters Ci

and Cj:

Complete Linkage 
(maximum distance) method

I1 I2 I3 I4 I5

I1 1.00 0.90 0.10 0.65 0.20

I2 0.90 1.00 0.70 0.60 0.50

I3 0.10 0.70 1.00 0.40 0.30

I4 0.65 0.60 0.40 1.00 0.80

I5 0.20 0.50 0.30 0.80 1.00 1 2 3 4 5

Similarity matrix

–Determined by all pairs of points in the two clusters.

–Tends to break large clusters.

–Less susceptible to noise and outliers.

{ } ),( max),( , yxdCCd
ji CyCxji ∈∈=



Complete linkage

{ } ),( max),( , yxdCCd
ji CyCxji ∈∈=



• Similarity of two clusters is based on the two  
most distant points in the different clusters.

• Tends to break large clusters.

• Less susceptible to noise and outliers.

• Biased towards globular clusters.

Cluster Similarity: maximum distance

or Complete Linkage



Hierarchical Clustering: maximum distance

Nested Clusters Dendrogram
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Strength of maximum distance

Original Points Two Clusters



Limitations of maximum distance

Original Points Two Clusters



• Distance of two clusters is the average of pairwise 
distances between points in the two clusters Ci and Cj:

Average linkage (average distance) method

I1 I2 I3 I4 I5

I1 1.00 0.90 0.10 0.65 0.20

I2 0.90 1.00 0.70 0.60 0.50

I3 0.10 0.70 1.00 0.40 0.30

I4 0.65 0.60 0.40 1.00 0.80

I5 0.20 0.50 0.30 0.80 1.00 1 2 3 4 5

• Compromise between Single and Complete Link.

• Need to use average connectivity for scalability since total 
connectivity favors large clusters.

• Less susceptible to noise and outliers.

• Biased towards globular clusters.

Similarity matrix
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Average linkage
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Hierarchical Clustering: Average distance

Nested Clusters Dendrogram
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• Distance of two clusters is distance of the two centroids 
ci and cj of the two clusters Ci and Cj:

Centroid linkage 
(centroid distance) method

• Compromise between Single and Complete Link.

• Less computationally intensive with respect to average 
linkage.
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Centroid linkage
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• Similarity of two clusters is based on the increase 

in squared error when two clusters are merged.
– Similar to group average if distance between points is distance 

squared.

• Less susceptible to noise and outliers.

• Biased towards globular clusters.

• Hierarchical analogue of K-means
– But Ward’s method does not correspond to a local minimum

– Can be used to initialize K-means

Cluster Similarity: Ward’s Method



Hierarchical Clustering: Ward’s method

Nested Clusters Dendrogram
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Hierarchical Clustering: comparison

Average

Ward’s Method
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Comparison of minimum, maximum, average 

and centroid distance

Minimum distance

• When d min is used to measure distance between clusters, the algorithm is called the nearest-
neighbor or single- linkage clustering algorithm

• If the algorithm is allowed to run until only one cluster remains, the result is a minimum spanning 
tree (MST)

• This algorithm favors elongated classes

Maximum distance

• When d max is used to measure distance between clusters, the algorithm is called the farthest-
neighbor or complete- linkage clustering algorithm

• From a graph- theoretic point of view, each cluster constitutes a complete sub- graph

• This algorithm favors compact classes

Average and centroid distance

• The minimum and maximum distance are extremely sensitive to outliers since their measurement 
of between- cluster distance involves minima or maxima

• The average and centroid distance approaches are more robust to outliers

• Of the two, the centroid distance is computationally more attractive

• Notice that the average distance approach involves the computation of |Ci||Cj| distances for each 
pair of clusters



• O(N2) space since it uses the proximity matrix.  

– N is the number of points.

• O(N3) time in many cases.

– There are N steps and at each step the size, N2,

proximity matrix must be updated and searched.

– By being careful, the complexity can be reduced to 

O(N2 log(N) ) time for some approaches.

Hierarchical Clustering:  

Time and Space requirements



• Once a decision is made to combine two clusters, it 

cannot be undone.

• No objective function is directly minimized.

• Different schemes have problems with one or more of 

the following:

– Sensitivity to noise and outliers.  

– Difficulty handling different sized clusters and 

convex shapes.

– Breaking large clusters.

Hierarchical Clustering:  

problems and limitations



Advantages and disadvantages of 

Hierarchical clustering

Advantages

• Does not require the 
number of clusters to be 
known in advance

• No input parameters 
(besides the choice of the 
(dis)similarity)

• Computes a complete 
hierarchy of clusters

• Good result visualizations 
integrated into the 
methods

Disadvantages

• May not scale well: runtime 
for the standard methods: 
O(n2 log n)

• No explicit clusters: a “flat”
partition can be derived 
afterwards (e.g. via a cut 
through the dendrogram or 
termination condition in the 
construction) 

• No automatic discovering of 
“optimal clusters”



Hierarchical 

clustering of 

tissues and 

genes:

Alizadeh et al. 2000, 

Distinct types of

diffuse large B-cell 

lymphoma identified 

by gene expression 

profiling, Nature 

403:3.


