
Deep Learning for 
Computer Vision



6.S191 Introduction to Deep Learning
introtodeeplearning.com

1/29/19

Fundamental 
aspect of our life

Vision: 

Our visual 
system is trained 
on images seen 
in 540 mln of 
years! 

Origin: 540 mln
years ago 
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Vision: 
1950s: David Hubel and Torsten Wiesel(1)

experiments on the visual cortex of a cat

Findings:
• Certain neurons fire only to very specific

patterns and orientation

• Neural mechanisms are spatio-invariant

• Neural layers are organized hierarchically

(1) “Receptive fields of single neurons in the cat’s striate cortex”

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1363130/
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Artificial Intelligence Vision: 

1826

The very first picture… 

“View from the Window at Le Gras”, France
taken by Nicéphore Niepce

Obtained covering of bitumen a sheet
Time of exposure: 8 hours!!!
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Artificial Intelligence Vision: 

1966



What Computers“See”



Images areNumbers
What the computer sees
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An image is just a matrix of numbers [0,255]!  
i.e., 1080x1080x3 for an RGB image

Levin Image Processing & Computer Vision 1/29/19



Tasks in ComputerVision

classification

Lincoln

Washington

Jefferson

Obama

Input Image Pixel Representation

- Regression: output variable takes continuous value
- Classification: output variable takes class label. Can produce probability of belonging to a particular class

0.8

0.1

0.05

0.05
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- In the example, classify which USA President is in the image

Classification



Tasks in Computer Vision

- Regression: output takes a continuous value
- In the example, the head rotation (3 angles: Yaw, Pitch, Roll)

Regression



High Level Feature Detection

Wheels,  
License Plate,  
Headlights

Door,  
Windows,  

Steps

Nose ,  
Eyes,
Mouth
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CLASSIFICATION: identify key features in each image category



Manual FeatureExtraction

Problems?

Define featuresDomain knowledge Detect features  
to classify
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Learning Feature Representations

Can we learn a hierarchy of features directly from the data  
instead of hand engineering?

Low level features Mid level features High level features

Eyes, ears,nose
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Edges, dark spots Facial structure

Lee + ICML 2009



Learning VisualFeatures



Fully Connected Neural Network
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Fully Connected Neural Network

FullyConnectedNN:
• Connect neuron in hidden  

layer to all neurons in input  
layer

• No spatial information!

• And many, many parameters!

Input:
2D image

Vector of pixel values
!", !$,… , !&

Input to the NN
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How can we use spatial structure in the input to inform the architecture of the network?



Spatial features



Using Spatial Structure

Idea:

1) connect patches of input  to 
neurons in hidden layer.

Input: 2D image.
Array of pixel values
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Using Spatial Structure

2)  Slide the patch window across the image.

Different weights (filters) detect differentfeatures
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Applying Filters to Extract Features
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1) Apply a set of weights – a filter – to extract local features

2) Use multiple filters to extract different features

3) Spatially share parameters of eachfilter
(featuresthatmatter inonepartof theinputshouldmatterelsewhere)



SpatialConvolution

- Filter of size("×"): "% different weights

- Apply this same filter to all ("×")patches
in input

- Notnecessaryall: shiftby &pixels for next
patch
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Producing Feature Maps

Original Sharpen EdgeDetect “Strong”Edge  
Detect
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Different weights (filters) extract different features.
Which weights?



Feature Extraction and Convolution
A Case Study



X or X?

Image is represented as matrix of pixel values… and computers areliteral!
We want to be able to classify an X as an X even if it’s shifted, shrunk, rotated,
deformed.
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Features of X
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Filters to Detect X Features

filters
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The Convolution Operation

element wise  
multiply add outputs

1 1 =1X

= 9
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The Convolution Operation
Suppose we want to compute the convolution of a 5x5 image and a 3x3filter:

We slide the 3x3 filter over the input image, element-wise multiply, and add the outputs…
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image

filter



The Convolution Operation

filter feature map
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We slide the 3x3 filter over the input image, element-wise multiply, and add the outputs:

Karn Intuitive CNNs 1/29/19



Convolutional Neural Networks (CNNs)







Convolution layer: Activation Map



Convolution layer: Activation Map









Representation Learning in Deep CNNs

Mid level features

Eyes, ears, nose  

Conv Layer 2

Low level features

Edges, dark spots

Conv Layer 1

High level features

Facial structure

Conv Layer 3
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Spatial parameters



Some parameters: Stride
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Some parameters: Stride



Some parameters: Stride



Some parameters: Padding



Some parameters: Padding

Shrinking too fast doesn’t work well! !



Some parameters: Padding

Padding preserve the dimensions !

32

32

32

32

With Padding:



Some parameters



Some parameters



Summary



CNNs for Classification: FeatureLearning
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1. Learn features in input image through convolution
2. Introduce non-linearity through activation function (real-world data isnon-linear!)
3. Reduce dimensionality and preserve spatial invariance withpooling



CNNs for Classification: ClassProbabilities

so#max()
+,-
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CNNs:Training with Backpropagation

Learn weights for convolutional filters and fully connected layers  
Backpropagation: cross-entropy loss

! " = $ &(%)   log  -,(%)
%
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CNNs for Classification:ImageNet



ImageNet Dataset
Dataset of over 14 million images across 21,841 categories

“Elongated crescent-shaped yellow fruit with soft sweetflesh”

1409 pictures of bananas.
6.S191 Introduction to Deep Learning

introtodeeplearning.com
[6,7] 1/29/19



ImageNet Challenge

Classification task: produce alist of object categories present in image. 
1000 categories. 

“Top 5 error”: rate at which the model does not output correct label in top 5
predictions

Other tasks include:
single-object localization, object detection from video/image, scene classification, sceneparsing
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ImageNet Challenge: ClassificationTask

Hu
ma
n
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ImageNet Challenge: Classification
Task

6.S191 Introduction to Deep Learning
introtodeeplearning.com

[6,7] 1/29/19



Data, Data,Data
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An Architecture for ManyApplications



An Architecture for ManyApplications

Object detection with R-CNNs
Segmentation with fully CNN

Image captioning withRNNs
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Deep Learning for Computer Vision:Impact
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Beyond Classification

Object
Detection

CAT, DOG, DUCK

Semantic
Segmentation

CAT

Image
Captioning
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The cat is in the grass.







Driving Scene Segmentation
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Object Detection with R-CNNs
R-CNN: Find regions that we think have objects. Use CNN toclassify.
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Image Captioning usingRNNs
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Image Captioning usingRNNs
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Impact: FaceDetection
6.S191 Lab!
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Impact: Self-Driving Cars
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Impact:Healthcare
Identifying facial  phenotypes of genetic disorders using  deep learning

Gurovich et al., Nature Med. 2019
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Deep Learning for Computer Vision:Summary

Foundations
• Why computer vision?
• Representingimages
• Convolutions for  

feature extraction

CNNs
• CNN architecture
• Application to  

classification
• ImageNet

Applications
• Segmentation,object  

detection, image  
captioning

• Visualization
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