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Abstract

Gene selection methods aim at determining biologically relevant subsets of genes in DNA microarray

experiments. However, their assessment and validation represent a major difficulty since the subset of

biologically relevant genes is usually unknown. To solve this problem a novel procedure for generating

biologically plausible synthetic gene expression data is proposed. It is based on a proper mathematical model

representing gene expression signatures and expression profiles through Boolean threshold functions. The

results show that the proposed procedure can be successfully adopted to analyze the quality of statistical and

machine learning-based gene selection algorithms.
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1 INTRODUCTION

The identification of relevant influence factors on genomic data is based on the integration of multiple

information sources, such as single nucleotide polymorphisms [1], array comparative genomic hybridiza-

tion [2] and gene expression data [3], or a priori knowledge on pathways [4].
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Considering the relevant impact of DNA microarray analysis on several fields of molecular biology

and medicine [5], [6], [7], in this paper we focus on the computational aspects related to the analysis of

gene expression data.

In this specific context, three classes of problems have been mainly studied within the community of

bioinformaticians for answering three basic questions [8]:

1) Class prediction: how the functional state of an example can be determined through the expression

level of its genes?

2) Gene selection: how the genes correlated to the functional state in exam can be identified?

3) Class discovery: what are the groups (clusters) of co-expressed and functionally correlated genes/examples?

In parallel with the development of algorithms for these problems, methods for testing the validity of

their performances have been proposed. While effective validation procedures exist for the analysis of

class prediction methods [9], [10], [11] and new techniques for the assessment of clustering solutions have

been proposed [12], [13], [14], the evaluation of gene selection methods still remains a major problem.

From a computational standpoint gene selection is essentially equivalent to feature selection, which is

known to be NP-hard [15]. Consequently, the task of finding an optimal feature set is unfeasible, even

when the number of features is largely lower than the usual number of gene-expression values. Moreover,

the set of biologically ”relevant” genes that characterizes a given expression profile is usually unknown

or only partially known: as a consequence, also from a biological standpoint the evaluation of the real

effectiveness of gene selection methods is very difficult and in most cases unfeasible.

Finally, in [16], the authors showed that we need very large samples of gene expression data to select

with high confidence the most relevant genes, and this is unfeasible with real data, where only relatively

small samples are available instead.

Summarizing, these arguments show that there are strong impediments to evaluate feature selection

algorithms using real gene expression data.

Most of the proposed approaches in literature indirectly evaluate gene selection methods by assessing

the accuracy of the classifiers tested on the selected subsets of genes. According to this approach, a

rigorous unbiased protocol to perform a fair comparison of gene selection techniques is proposed in [17]

and an extensive application of the unbiased protocol to frequently used multivariate and univariate

gene selection methods is provided in [18]. This approach is useful to correctly identify subsets of genes

related to a specific phenotype, but is more focused on the evaluation of the performance of predictors

of disease state, because the assessment is based on the estimation of the generalization error of the

classifier, rather than on the direct estimation of the genes related to a specific disease.

By following a different approach, the problem of the assessment of gene selection methods has been

considered by using massively parallel computation to find out optimal subsets of genes for a given real

gene expression data set [19]. With this approach subsets of optimal genes are computed by exhaustive

search and stored in databases, and made available for evaluating the performance of a given gene
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selection method; the resulting genetic test bed has been proven useful and effective to evaluate gene

selection methods, but, as observed by the authors, due to the intrinsic combinatorial nature of feature

selection problems, only 70 genes previously established in [20] are considered, far below from the

thousands of genes typical of a microarray.

A network generator that creates synthetic transcriptional regulatory networks and produces simulated

gene expression data, modeled by equations based on Michaelis-Menten and Hill kinetics, has been

developed, but its primary goal consists in testing and optimizing network inference methods [21]. Other

artificial models have been previously proposed in the literature, but they did not explicitly consider the

biological characteristics of gene expression data [22], [23], [24], resulting in a drastic simplification of

the model.

We propose a different approach, by considering and developing an artificial model to generate data

for the assessment of gene selection methods. Considering that available gene expression data are too

complex and the available sample size not sufficient to infer their underlying distribution, our aim does

not consist in reproducing true existing gene expression data. Our goal is limited to the generation of data

that are biologically plausible and useful for the validation of gene selection methods, without pretending

to recover the unknown distribution of a specific gene expression data set.

To this end we propose a mathematical model that describes the relationships between the expression

levels of the genes of an artificial example and its phenotype, by taking into account the biological

characteristics of gene expression data, according to the main results in the literature. Even if our goal

does not consist in the simulation of a specific instance of gene expression data, we evaluated whether

our model is also able to generate data similar to real ones. To this aim we applied a statistical test to

assess the similarity between artificial and real data.

In this paper we modify and extend a preliminary model presented in [25]. More precisely, we introduce

an explicit formal definition of expression signature and expression profile, using Boolean threshold

functions and m-of-n expressions [26]. Moreover, we extend the stochastic component of the model and

provide a mathematical characterization of the concept of gene relevance, and a modified version of

the algorithmic procedure to generate synthetic gene expression data. In the Supplementary Information

(http://homes.dsi.unimi.it/∼valenti/SW/genemodel) we discuss in detail several characteristics of the

proposed model, not considered in the previous work, such as the relationships between the relevance

of variables representing genes and the compactness of the mathematical representation of expression

profiles. We introduce also a new statistical analysis of the model, as well as new experiments to assess

the performance of gene selection methods.

2 BIOLOGICAL CHARACTERISTICS OF GENE EXPRESSION DATA

Several results published in the bio-medical and bioinformatics literature point out the main structures

underlying gene expression data. Their analysis allows to derive a collection of specific characteristics,
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which must be satisfied by an artificial model so as to produce biologically plausible data.

2.1 Profiles and expression signatures

In the bio-medical literature sets of biologically relevant and differentially expressed genes are named ex-

pression signatures [27], [28], [29], [30], [31]. To our knowledge, this term has been firstly introduced in [27]

to characterize patterns found by gene expression profiling. More precisely, it refers to a group of genes

coordinately expressed in a given set of specimens and in a specific physiological or pathophysiological

condition.

The correlation among the mRNA levels of the genes is due to the underlying regulatory system, by

which subsets of transcription factors (TFs) and binding sites may be directly or indirectly shared by

the genes belonging to the same expression signature. It is worth noting that co-expression is in general

not synonymous with co-regulation: co-regulation means having the same TF(s) regulating all the genes,

while co–expression implies that several different TFs can be involved in the regulation, each one on a

subset of the co-expressed genes [32].

Hence, a gene expression signature indicates a cluster of coordinately expressed genes, whose coordi-

nation reveals the fact that they may participate to the same biological process. Indeed, they are usually

named by either the cell type in which their component genes are expressed, or by the biological process

in which their component genes are known to function.

From this standpoint the overall expression profile of a specimen can be interpreted as a collection of

gene expression signatures that reveal different biological features of the analyzed sample [27].

Expression signatures have been mainly discovered and analyzed in gene expression profiles of dis-

eases. For instance, the expression profiling of B-cell malignancies through hierarchical clustering revealed

expression signatures related to cell-proliferation, lymph-nodes, T-cells, Germinal Center B-cells (GCB)

and others [27]. Independent Component Analysis performed on gene expression data from ovarian

cancer tissues found gene expression signatures representing potential pathophysiological processes in

ovarian tissue samples [28]. Expression profiling of rhabdomyosarcoma (RMS), the most common soft

tissue sarcoma in children, identified two signatures associated with metastatic RMS, responsible for most

of the fatal outcome of this disease [31], while two way hierarchical clustering analysis identified several

expression signatures expressed in different types of bladder carcinoma [29].

Expression signatures have been also identified in species other than humans and in contexts not

related to tumoral differentiation. For instance, comparative functional genomics based on shared patterns

of regulations across orthologous genes identified shared expression signatures of aging in orthologous

genes of D. melanogaster and C. elegans [30].

Since expression profiles and expression signatures are well-established biological structures that character-

ize gene expression data, they can be employed as the corner stones of our artificial model. To this aim,

in the next subsection the main properties of gene expression signatures will be analyzed and discussed.
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2.2 Characteristics of gene expression signatures

Differential expression and co-expression. Differential expression analysis of single genes, even if useful

to identify specific genes involved in biological processes [33], cannot capture the complexity of tightly

regulated processes, crucial for the proper functioning of a cell. Correlations among gene expression levels

have been observed [34], [27], reflecting the fact that in most biological processes genes are co-regulated.

As recently observed, not all the changes in co-regulation are manifested by up or down regulation of

individual genes, and we need to explicitly consider interactions among genes to discover patterns in

the data [35]. This corresponds to examine sets of co-regulated genes, i.e. expression signatures, to reveal

functional relationships among genes.

Gene expression signatures as a whole rather than single genes contain predictive information. Many

times is the signature taken as a whole that seems to contain predictive information for a biologically

meaningful identification of tissue samples. For instance, it was found an expression signature of 8

upregulated and 9 downregulated genes associated with metastasis in different types of adenocarcinoma:

none of these genes represents a marker, but it is the signature as a whole that represents a “collective

marker” of tumor metastasis [36].

In other works it has been shown that in some cases relevant differences are subtle at the level of

individual genes but coordinate in gene expression groups [35].

Genes may belong to different gene expression signatures at the same time and gene expression

profiles may share common signatures. Each gene may be influenced by several transcription factors,

each of which affects several genes [28], and many underlying conditions in a given sample may concur

to define a gene expression signature (e.g. tumorigenesis, angiogenesis, apoptosis) [37]. Moreover, it has

been shown that gene expression signatures may be shared and partially expressed in different gene

expression profiles [27], [36], [38]. Hence, gene expression profiles of functionally different tissues may

share some expression signatures, differing only for a subset of them. These expression signatures may

be also partially represented (that is, not all the genes belonging to the expression signature are over-

expressed or under-expressed), reflecting functional alterations in diseased patients.

Expression signatures can characterize subclasses of diseases. Several other works showed that a bio-

molecular characterization of tumors can discover different subtypes of malignancies, not detectable with

traditional morphological and histopathological features (see e.g. [27], [39]). For instance, an expression

signature of 153 genes can be used to correctly classify hepatocellular carcinoma (HCC) intra-hepatic

metastasis from metastatic-free HCC [38]. This expression signature, that embeds high predictive infor-

mation, has been shown to be independent of tumor size, tumor encapsulation and patient age, but very

similar to that of their corresponding metastases.
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2.3 Modeling issues

In the light of the characteristics of gene expression signatures described in the previous section, we can

identify the following main issues, which must be taken into account in the construction of a biologically

plausible artificial model for gene expression data:

1) Expression profiles (EP) may be characterized as a set of gene expression signatures (ES), which

uniquely determines a functional group of samples. Thus, the model should allow us to define

expression profiles in terms of expression signatures, ensuring a large flexibility with respect to

the number and the kind of genes composing the synthetic expression signatures.

2) Expression signatures are interpreted in the literature as a set of modulated genes (up-regulated or

down-regulated) with respect to a particular condition. Accordingly, in the model, each expression

signature should be defined as a set of up-regulated or down-regulated genes, that represent genes

with expression levels above or below a given threshold. We say that a signature is active if its genes

are coordinately modulated.

3) The number of genes within an expression signature usually vary from few units to few hundreds

and genes may belong to different signatures at the same time. Accordingly, the model should

permit to select the number of elements for each expression signature and to assign the same gene

to different signatures.

4) Apart from technical variation (that in principle should be detected and reduced by proper design

and implementation of bio-technological experiments and suitable pre-processing procedures [40]),

gene expression is biologically variable also within functional classes (conditions) [41]. Moreover,

gene expression variation among individuals may introduce variation into expression signatures.

Hence, the model should permit to introduce flexibility in the number of genes that can be un-

derexpressed or overexpressed, as well as to introduce individual variability within a functional

group.

5) Some signatures may be only partially expressed within a particular expression profile. Accordingly,

the model should be sufficiently flexible to allow different ways of constructing an expression

profile. For instance, it must provide for signatures that may or may not be expressed, as well as

for “mandatory” signatures, whose activation is necessary for a given expression profile.

3 METHODS

3.1 A mathematical model for gene expression

On the basis of the biological analysis presented in Sec. 2 and, in particular, starting from the concepts of

expression profile, expression signature and gene modulation, we aim to develop a model describing the

relationship between the functional state or phenotype of a tissue and the expression level of its genes.

To this end let us consider:
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• A set A = {g1, . . . , gr} containing all the genes whose expression level will be analyzed; the vector

x = [x1, . . . , xr] ∈ Rr is a real vector where xk represents the expression level of the gene gk;

• c functions fi : Rr → {0, 1}, i = 1, . . . , c, where fi represents the ith of c possible functional states

collected in the set S = {s1, . . . , sc}; we have that fi(x) assumes the value 1 if the tissue whose gene

expression level is represented by the vector x is in the functional state si and 0 otherwise;

• A random noise N .

By following the concept of gene modulation introduced in the previous section, we suppose that, for

each gene gi belonging to A, there exists a modulation threshold ti such that gi is overexpressed (OE) if

the value xi of its expression exceeds ti, or alternatively is underexpressed (UE) if xi < −ti.

A gene is considered to be modulated if it is OE or, alternatively, UE. In particular, we suppose that a

function Ψ : S × A → {OE, UE} exists that determines, for each functional state, if a gene is modulated

when OE or when UE. Thus, Ψ(si, gj) = OE means that the gene gj , relatively to the functional state si,

is modulated when overexpressed.

By starting from Ψ and by considering the modulation thresholds tj , we can define, for each functional

state si ∈ S, a mapping βi : Rr → {0, 1}r that returns, for each gene gj , the value 1 if that gene is

modulated and 0 otherwise.

Hence, βi(x1, . . . , xr) = (z1, . . . , zr), where

zj =





1 if Ψ(si, gj) = OE and xi > ti

or

Ψ(si, gj) = UE and xi < −ti

0 otherwise

(1)

A biologically plausible assumption for the model implies that the output is uniquely determined by

the modulation (present or not) of the r genes and does not depend on their specific expression values.

Then, each function fi can be written as fi(x) = ϕi(βi(x)), where ϕi is a suitable Boolean function

defined on binary strings in {0, 1}r. Consequently, once the mappings βi are completely described, the

components fi of our model are uniquely determined by the construction of the Boolean functions ϕi.

Without loss of generality, we consider a unique functional state s represented by the function f(x) =

ϕ(β(x)). By taking into account the biological specifications presented in Sec. 2.3, we will show that the

function ϕ can be represented by means of the biologically motivated concepts of expression signature

and expression profile.

Formally, we introduce the following

Definition 1: Given the set of Boolean variables {z1, . . . , zr} associated with the genes {g1, . . . , gr}, an

expression signature (ES) is a couple

S =< {zj1 , . . . , zjl
}, q >

where {zj1 , . . . , zjl
} ⊂ {z1, . . . , zr} and q ≤ l is a positive integer.
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An expression signature S defines in a natural way the Boolean threshold function IS(z1, . . . , zr) =

θ(
∑l

k=1 zjk
− q), where θ(x) assumes value 1 if x ≥ 0, and 0 otherwise. We say that the expression

signature S is active if IS(z) = 1, i.e. if at least q components of {zj1 , . . . , zjl
} have value 1 and not active

otherwise. The Boolean function θ(
∑l

k=1 zjk
− q) is sometimes called m-of-n expression [26].

Suppose, for example, that S =< {z1, z2, z3}, 2 > and r = 3. Then, IS(z) = 0, i.e. S is not active, for

z = (z1, z2, z3) = (1, 0, 0), while IS(z) = 1, i.e. S is active, for z = (1, 1, 0) or z = (1, 0, 1).

In a similar way we give a definition of expression profile.

Definition 2: An expression profile (EP) is a couple

P =< {S1, . . . , Sh}, s >

where S1, . . . , Sh are h ESs and s ≤ h is a positive integer.

Thus, the function IP (z) = θ(
∑h

k=1 ISk
(z)−s) can be defined and the expression profile P is considered

active if at least s of h expression signatures are active.

In order to simplify the notation, instead of < {zj1 , . . . , zjl
}, q > we will write (zj1 , . . . , zjl

)q that will

be also used to denote the function θ(
∑l

k=1 zjk
− q).

Extending this notation to expression profiles, the function ϕ representing P can be written as:

ϕ(z) = [(zj11 , . . . , zj1l1
)q1 , . . . , (zjh1 , . . . , zjhlh

)qh
]s (2)

Finally, if we combine the representation of the function ϕ defined in equation (2) and the mapping

β defined in equation (1), the function f(x) = ϕ(β(x)) can be written in an explicit form. It is sufficient

to replace the components of the vector z belonging to the expression profile with the mapping β that

determines their values. For example, if the gene gi is modulated when overexpressed we can replace zi

with xi > ti, otherwise we replace zi with xi < −ti. As an example, suppose that

ϕ(z) = [(z1, z2, z3)2, (z4)1, (z5)1]2 (3)

and that β is defined as follows

z1 = β1(x) =





1 if x1 > 2

0 otherwise

z2 = β2(x) =





1 if x2 < −3

0 otherwise

z3 = β3(x) =





1 if x3 > 1

0 otherwise

z4 = β4(x) =





1 if x4 > 3

0 otherwise

z5 = β5(x) =





1 if x5 < −1

0 otherwise
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Then, f(x) = ϕ(β(x)) can be written as:

f(x) = [(x1 > 2, x2 < −3, x3 > 1)2,

(x4 > 3)1, (x5 < −1)1]2 (4)

3.2 Mathematical characterization of the concept of gene relevance

In this section we show that the set of relevant genes, i.e. those genes whose expression can contribute to

change the functional state of a tissue, may be characterized through positive Boolean functions, defined

as follows.

Definition 3: A Boolean function ϕ : {0, 1}r → {0, 1} is called positive if and only if u ≤ z implies

ϕ(u) ≤ ϕ(z) for all u, z ∈ {0, 1}r.

Moreover, we prove that each positive Boolean function can be described by using only its relevant

variables; hence, an EP can be represented by employing only the subset of relevant genes.

The following result characterizes the class of Boolean functions that can be represented by expression

profiles.

Fact 1: The class of the positive Boolean functions coincides with the class of the Boolean functions

representable through an expression profile.

The advantage of using the expression profile representation instead of the classical PDNF (Positive

Disjunctive Normal Form) representation is discussed in the Supplementary Information.

Then, the following definitions allow to introduce the mathematical concept of gene relevance.

Definition 4: For z ∈ {0, 1}r and ϕ : {0, 1}r → {0, 1} we say that the jth variable zj is pivotal if flipping

the value of zj changes the value of ϕ.

Formally, if we define

σj(z1, . . . , zj−1, zj , zj+1, . . . , zr)

= (z1, . . . , zj−1, 1− zj , zj+1, . . . , zr)

we can say that the jth variable is pivotal if ϕ(σj(z)) 6= ϕ(z).

Definition 5 ([42]): The influence of the jth variable zj on a Boolean function ϕ, denoted with Ij(ϕ), is

the probability that zj is pivotal, i.e.

Ij(ϕ) = P{ϕ(σj(z)) 6= ϕ(z)}

where z1, . . . , zr are supposed to be independent, and P{zj = 1} = P{zj = 0} = 1/2 for every j = 1, . . . , r.

We call relevant the variables zi whose influence Ii(ϕ) is strictly positive; the other variables are called

irrelevant. From a biological standpoint the set of relevant genes are those differentially expressed that

are significant for the determination of a given phenotype.

Note that the concept of gene (variable) relevance has a further notable biological meaning. As a matter

of fact, the biological idea that each functional state could be represented through an expression profile
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containing all and only the genes relevant for that state is formalized by the following mathematical

result:

Fact 2: Every positive Boolean function ϕ : {0, 1}r → {0, 1} can be represented through an expression

profile that contains all and only relevant variables (genes).

This fact is discussed in the Supplementary Information.

3.3 Simulation of gene expression data

By adopting the mathematical model introduced in Sec. 3.1, a procedure for building artificial gene

expression data to evaluate feature selection methods can be derived.

Every example is given by a pair (x, y), where x is a real-valued vector, whose components represent

the gene expression levels, and the output y can vary into a set of c different values, each one denoting

the class, i.e. a phenotype of the corresponding sample.

In the following, for the sake of simplicity, we consider the case c = 2.

The relationship between the gene expression values of an example and its functional state is realized

by using the model described in Sec. 3.1.

We introduce only the main logical steps underlying the procedure to generate artificial gene expression

data; for more details see the Supplementary Information.

I. Model synthesis. Two deterministic functions f1 = ϕ1 ◦ β1 and f2 = ϕ2 ◦ β2 : Rr → {0, 1}, where r is

the total number of virtual genes, are defined. ϕ1 and ϕ2 are specified by expression profiles, as in

eq. (2), while β1 and β2 are defined as in eq. (1). The parameters necessary for the construction of

the two functions (i.e. the number of ESs, the values qi and s, the values of the thresholds (Sec. 3.1))

are determined by the user.

II. Virtual gene expression data generation. In the second step n r-dimensional real vectors are generated so

that the first n1 examples belong to the class 1, i.e. verify f1(x) = 1 and f2(x) = 0, while the remaining

n2 = n− n1 vectors belong to the class 2, i.e. verify f1(x) = 0 and f2(x) = 1. The examples are built

so that the components corresponding to genes that do not belong to the EPs are drawn according

to normal distributions with mean and variance chosen by user. On the other hand, the components

corresponding to relevant genes are chosen to ensure that the number of modulated genes is sufficient

to make the EP verified. More details can be found in the Supplementary Information.

III. Noise addition. In the last step the vectors x and the labels y are perturbed according to specific

probability distributions, by simulating both the errors in data acquisition and the uncertainty in

the attribution of the correct class to the tissues. In particular, a parameter p, corresponding to the

probability that an example is assigned to the wrong state, is added. In this way if f1(x) = 1, i.e. if

x belongs to the class 1, then y = 1, with probability 1 − p and y = 2 with probability p. Similarly,

if the example x verifies f2(x) = 1, i.e. it belongs to the class 2, we assign it to the class 1 with

probability p.
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Finally, possible errors in data acquisition are simulated by adding to each component of the examples

a noise value generated according to a normal distribution with mean zero and variance chosen by

the user.

Note that for most of the algorithmic procedure parameters reasonable default values are provided,

but users can supply their own parameter values to obtain specific expression profiles.

4 RESULTS AND DISCUSSION

In this section we propose a non parametric statistical test to assess the adherence of the artificial data to

the actual gene expression datasets to be analyzed. This test have been successively applied to four real

cases, after properly tuning the parameters of the model. Then we present two procedures to compare

and evaluate several gene selection methods using both real and artificial data sets.

4.1 A non-parametric test to compare distributions

To this end, we employed the non-parametric test proposed in [43], which is based on the comparison

of distribution functions. In particular we applied the Diggle test using the distribution of the t-statistics

of the genes. This approach is motivated by two basic reasons:

1) the high dimensionality of the data prevents a direct comparison of the tables;

2) the t-statistics preserves the relevant information on the genes differentially expressed in the analysis

of gene expression data.

The test has been implemented as follows. A real dataset has been considered and, for each gene gi,

with i = 1, . . . , r, the following value ti is calculated

ti =
x̄1

i − x̄2
i√

s1
i

n1 + s2
i

n2

where x̄1
i , x̄2

i and s1
i , s2

i are the sample mean and variance of the ith gene belonging respectively to

the class 1 and 2 (that is to the two different functional states), and n1, n2 are the number of examples

belonging to the two classes. We denote with Ĝ0 the empirical cumulative distribution function (cdf) of

the values ti obtained from real gene expression data:

Ĝ0(t) =
|{ti : i = 1, . . . , m, ti ≤ t}|

r

Then, ν artificial datasets having the same dimension of the real one are created by using the same set

of input parameters. For each dataset the corresponding cdf Ĝj , for j = 1, . . . , ν, is obtained.

Denote with

Gj(t) =
1
ν

∑

k 6=j

Ĝk(t) j = 0, . . . , ν
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the mean of the cdfs when the jth empirical distribution is excluded and with

uj =
∫

(Ĝj(t)−Gj(t))2dt j = 0, . . . , ν

a measure of the difference between the jth cdf and the mean of the ν remaining cdfs.

The null hypothesis (no difference between the t distribution of real and synthetic data) can be restated

as follows: u0 is drawn from the same distribution of u1, . . . , uν . More precisely, we can sort in decreasing

order the components of the vector (u0, . . . , uν) and denote with rank(u0) the position of the term u0

in this sorted list. It can be seen that the p-value amounts to ν+1−rank(u0)
ν+1 ; thus, we can reject the null

hypothesis at α = ν+1−i
ν+1 significance level if and only if rank(u0) ≥ i, for 0 ≤ i < ν.

4.2 Test Results

In this section we apply the Diggle test to verify whether the proposed model can simulate four real

gene expression data published in the literature, and available on the web:

• Colon cancer consists of 62 tissues, 22 healthy and 40 struck by colon cancer [44]. For each tissue 2000

genes have been considered.

• Leukemia collects 72 samples, subdivided in 47 ALL (Acute Lymphoblastic Leukemia) and and 25

AML (Acute Myeloid Leukemia) cases of cancer of the white blood cells [39]. Each sample is

represented by the expression level of 7129 genes.

• DLBCL-FL consists of 77 samples, 58 Diffuse Large B-cell Lymphoma (DLBCL) and 19 Follicular

Lymphoma (FL) specimens, with 6285 analyzed genes for each sample [45].

• DLBCL-outcome: all specimens refer to DLBCL patients. The 58 patients are subdivided according

to the clinical outcome: 32 are cured and 26 fatal/refractory patients for whom the therapy was

unsuccessful [45]. Each sample is represented by the expression level of 6285 genes.

Filtering and gene normalization of the above gene expression data have been performed according to

the procedures described in [44], [39], [45].

We set the number of artificial datasets to ν = 1000 and chose the input parameters to simulate the

above data sets by looking at the expression signatures found in [44], [39], [45], by data inspection, and

by heuristic optimization (the parameters values are available in the Supplementary Information).

By applying the Diggle test, for all the considered data sets we cannot reject the null hypothesis at

0.01 significance level: in other words we cannot reject the hypothesis that u0, obtained from real data,

comes from the same distribution of u1, . . . , u1000, obtained from the synthetic data. Hence, according to

the Diggle test, there is no significant statistical difference between the t-statistic distributions in real and

simulated synthetic data.

In order to strengthen the validity of our model we applied the Diggle test to 5 artificial datasets,

generated according to simple multivariate Gaussian distributions (with different means and covariance

matrices, see Supplementary Information for more details). For each data set, whose dimension is the
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same of the Colon cancer data set, 1000 instances have been realized. The results reveal that, for all the

artificial data sets, the value u0 exceeds the values uj (j ∈ {1, . . . , 1000}) of an order of magnitude, and

according to the Diggle test, we can reject the null hypothesis that real and artificial data are drawn from

the same distribution with very high confidence.

4.3 Comparison of the behaviour of gene selection methods on real and synthetic data

In this section we study whether genes selected using real and corresponding simulated gene expression

data are comparable, by applying different gene selection methods. For our experiments we used the real

and simulated gene expression data described in Sec. 4.2. We chose different statistical, linear regression

and machine learning based methods: t-test, Wilcoxon rank sum test, variable selection through Lasso [46],

Elastic net [47] and random forests [48]. We investigated whether the percentage of genes jointly selected

by each pair of gene selection methods is comparable in both real and synthetic data.

Fig. 1 shows the results obtained with Colon and Leukemia data sets. Each point represents the percentage

of genes jointly selected by a specific pair of gene selection methods with synthetic (abscissa) and real

(ordinate) gene expression data. Each of the 10 different pairwise comparisons has been repeated 5 times

for each data set, thus resulting in 50 points for each graph. The compared percentages are relative to

the first 200 (Fig. 1 a) and c)) and 400 (Fig. 1 b) and d)) top ranked genes.

Note that all the points lie straight along the bisector: this means that, independently of the considered

pair of gene selection methods, we obtain approximately the same percentage of commonly selected genes

with the real and the corresponding simulated artificial gene expression data. These results show that

the behavior of gene selection methods is similar in both situations and consequently we can use data

simulated through our model to analyze the performance of gene selection methods. More detailed results

relative to all the considered data sets (comprising the two DLBCLs) are available in the Supplementary

Information.

4.4 Experimental assessment and comparison of feature selection methods

We propose a simple procedure for evaluating and comparing feature selection methods, although other

different approaches can be applied by using the synthetic data obtained with our mathematical model.

Suppose we want to compare and evaluate H feature selection methods Fi, with i = 1, . . . ,H , on a single

artificial dataset A created by using the model described in Sec. 3.

Denote with R the set containing all the relevant genes for the two states of interest included in the two

distinct expression profiles. If r is the total number of genes, we have |R| = k ≤ r. The result produced

by each feature selection method Fi consists of a list Lik containing the k more relevant genes identified

by the method Fi. We can evaluate the performance of the method Fi as the fraction pi of overlapping

between the set of the true relevant genes R and the set Lik of the genes identified by the method Fi.
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Fig. 1. Comparison of the percentage of common genes obtained with synthetic (abscissa) and real

(ordinate) data for all the pairwise combinations of gene selection methods. Colon: a) 200 and b) 400

top ranked genes. Leukemia: c) 200 and d) 400 top ranked genes.

pi =
|R ∩ Lik|

k
, i = 1, . . . , H (5)

We can compare the performances of the H methods by ordering the pi values, for i = 1, . . . ,H . In

particular, the higher is the value pi, the more effective is the corresponding method Fi.

Since this comparison, based on a single data set, may lead to unreliable conclusions, the procedure

can be repeated for a fixed number T of different instances Aj , with j = 1, . . . , T , obtained from the

same mathematical model. Thus, for each method Fi, we obtain a vector pi whose jth component pij ,

j = 1, . . . , T , is the overlapping between the relevant genes of the jth dataset Aj , and the set of the first

kj = |Rj | genes obtained by applying the method Fi on Aj . By using the same approach, gene selection

methods can be compared also starting from synthetic data obtained with different input parameters.

As an example, we compare two feature selection techniques, the Golub method [39] and SVM-RFE [49],

by using 100 artificial datasets obtained with the parameters satisfying the Diggle test (Sec. 4.2) for
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the Colon dataset. To compare the two methods we simply count how many times the Golub method

achieves a better performance with respect to SVM-RFE, i.e. how many times the pis computed according

to eq. (5) are larger for the Golub technique with respect to SVM-RFE. In this way, we obtain that the

Golub method outperforms SVM-RFE on 57/100 instances of synthetic data. The mean and the variance

of the pi computed across the 100 gene selection experiments are respectively 0.81± 0.01 and 0.71± 0.08

for Golub and SVM-RFE method (see Supplementary Information for full details on the results). Both

results confirm that, with synthetic Colon-like data, the simple Golub univariate statistical method works

better than the more complex SVM-RFE approach.

4.5 Limitations and relevance of the proposed method

Recently, new bio-technologies have made several sources of data available for gene selection and for

other relevant problems in functional genomics: new array types (e.g. exon or SNP arrays) [50], [51],

transcription factors, pathway or proteomics data [52], [4], till to ultra high-throughput sequencing

technologies [53] have opened new perspectives for the analysis of genomic data, and methods for the

integration of multiple sources of data represent a key issue in functional genomics [54], [55]. From this

standpoint, searching for influence factors affecting gene expression should be realized by integrating

multiple sources of data to achieve more reliable results and to take into account of factors not detectable

using only a single source of data.

Nevertheless, gene expression analysis through DNA microarrays represents a mature bio-technology

with relevant applications in molecular biology and medicine, as witnessed by the wide literature avail-

able on these topics and in particular by very recent publications on newly proposed gene selection

methods for DNA microarray data analysis [56], [57], [58]. In this context, our proposed method has

been conceived to compare the performance of existing gene selection methods based on DNA microarray

data analysis. It is worth noting that the mathematical modeling of profiles and expression signatures

cannot be directly applied to identify the ”most relevant genes” or unknown influence factors affecting

their expression, but it can be applied to simulate biologically plausible gene expression data, in order

to provide benchmarks to assess the performance of gene selection methods, exploiting the fact that the

most relevant synthetic genes are known in advance.

In principle, other mathematical models can be designed to simulate different sources of biomolecular

data, and in perspective different typologies of synthetic data could be integrated to provide a synthetic

system to simulate complex heterogeneous biomolecular data, but this is far beyond the scope of this

work.

5 CONCLUSION

In this paper we proposed an artificial model for validating gene selection methods. Besides the biological

motivations underlying our model, we showed from a statistical standpoint that we may obtain artificial
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data reasonably close to real gene expression data. As a consequence, we may generate biologically

plausible virtual gene expression data that may be easily used to evaluate gene selection methods, since,

in this case, we know in advance the set of “relevant” genes. On the basis of the mathematical model,

we proposed an algorithmic procedure to generate artificial gene expression data, and we showed how

to apply the algorithm to the analysis of the performance of statistical and machine learning based

gene selection methods. We argue that our proposed mathematical model and the derived algorithmic

procedure to generate gene expression data can be applied to perform a large scale experimental analysis

of state-of-the-art gene selection methods.
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