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lano, Italy

Giorgio Valentini

DSI, Dipartimento di Scienze dell’Informazione Università degli Studi di Mi-
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1.1 Introduction

Ensemble methods are statistical and computational learning procedures
reminiscent of the human social learning behaviour of seeking several opin-
ions before making any crucial decision. The idea of combining the opinions
of different ”experts” to obtain an overall ”ensemble” decision is rooted in
our culture at least from the classical age of ancient Greece, and it has been
formalized during the Enlightenment with the Condorcet Jury Theorem [45]),
that proved that the judgment of a committee is superior to those of individ-
uals, provided the individuals have reasonable competence.

Ensembles are sets of learning machines that combine in some way their
decisions, or their learning algorithms, or different views of data, or other spe-
cific characteristics to obtain more reliable and more accurate predictions in
supervised and unsupervised learning problems [48, 116]. A simple example is
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4 Data Mining and Machine Learning for Astronomical Applications

represented by the majority vote ensemble, by which the decisions of different
learning machines are combined, and the class that receives the majority of
”votes” (that is, the class predicted by the majority of the learning machines)
is the class predicted by the overall ensemble [158].

In the literature, a plethora of terms other than ensembles has been
used, such as fusion, combination, aggregation, committee, to indicate sets
of learning machines that work together to solve a machine learning prob-
lem [123, 108, 99, 40, 56, 19, 66], but in this paper we maintain the term
ensemble in its widest meaning, in order to include the whole range of combi-
nation methods.

Nowadays ensemble methods represent one of the main current research
lines in machine learning [48, 116], and the interest of the research community
on ensemble methods is witnessed by conferences and workshops specifically
devoted to ensembles, first of all the Multiple Classifier Systems conference
organized by Roli, Kittler, Windeatt and other researchers of this area [173,
149, 85, 14, 62].

Several theories have been proposed to explain the characteristics and the
successful application of ensembles to different application domains. For in-
stance, Allwein, Schapire and Singer interpreted the improved generalization
capabilities of ensembles of learning machines in the framework of large mar-
gin classifiers [177, 4], Kleinberg in the context of Stochastic Discrimination
Theory [112], and Breiman and Friedman in the light of the bias–variance
analysis borrowed from classical statistics [21, 70].

Empirical studies showed that both in classification and regression prob-
lems ensembles improves on single learning machines, and moreover large ex-
perimental studies compared the effectiveness of different ensemble methods
on benchmark data sets [11, 49, 10, 188]. The interest in this research area
is motivated also by the availability of very fast computers and networks of
workstations at a relatively low cost that allow the implementation and the
experimentation of complex ensemble methods using off-the-shelf computer
platforms. However, as explained in Sect. 1.2 of this paper there are deeper
reasons to use ensembles of learning machines, motivated by the intrinsic char-
acteristics of the ensemble methods.

The main aim of this chapter is to introduce ensemble methods and to
provide an overview and a bibliography of the main areas of research, with-
out pretending to be exhaustive or to explain the detailed characteristics of
each ensemble method. The paper is organized as follows. In the next section
the main theoretical and practical reasons for combining multiple learners are
introduced. Sect. 1.3 depicts the main taxonomies on ensemble methods pro-
posed in the literature. In Sect. 1.4 and 1.5 we present an overview of the
main supervised ensemble methods reported in the literature, adopting a sim-
ple taxonomy, originally proposed in [201]. Applications of ensemble methods
are only marginally considered, but a specific section on some relevant appli-
cations of ensemble methods in astronomy and astrophysics has been added
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(Sect. 1.6). The conclusions (Sect. 1.7) end this paper and lists some issues
not covered in this work.

1.2 Theoretical and practical reasons for combining clas-
sifiers

There is no a unified theory underlying ensemble methods, and several
authors outlined that consistent and theoretically sound explanations of the
success of classifier ensembles are not available [116] or are incomplete or
assumption-bound [90]. This is not surprising, considering the variety of the
proposed approaches and the relative youngness of this research area.

Theories on ensemble methods. Despite these negative considerations,
we would like to cite at least three theories able to explain the effectiveness
of some of the most widely known and used supervised ensemble methods.
The first one consider the ensembles in the framework of large margin clas-
sifiers [133], showing that ensembles enlarge the margins, enhancing the gen-
eralization capabilities of Output Coding [4] and boosting-based ensemble
algorithms [177]. This interpretation is strictly related to the Vapnik’s Statis-
tical Learning Theory [203], that is the likely most accredited theory within
the machine learning community.

The second is based on the classical bias–variance decomposition of the
error [76], and it shows that ensembles can reduce variance [20, 124] or both
bias and variance [113, 22, 176]. Recently Domingos proved that these two
theories are two faces of the same coin. Indeed Schapire’s notion of mar-
gins [177] can be expressed in terms of bias and variance and viceversa, and
hence Schapire’s bounds of ensemble’s generalization error can be equivalently
expressed in terms of the distribution of the margins or in terms of the bias–
variance decomposition of the error, showing the equivalence of margin-based
and bias–variance-based approaches [53, 52].

Another general theory about ensemble methods has been proposed by
Kleinberg [111, 110]. His Stochastic Discrimination theory is founded on a
set-theoretic abstraction to remove all the algorithmic details of classifiers
and training procedures. By this abstraction the classifiers are considered as
a combination of subsets of points of the feature space underlying a given
problem, classifiers’ decision regions are considered only in form of point sets,
and the set of classifiers is just a sample into the power set of the feature space.
A rigorous mathematical treatment starting from the ”representativeness”
of the examples used in machine learning problems leads to the design of
ensemble of weak classifiers, whose accuracy is governed by the law of large
numbers [109, 38].

Statistical, representational and computational reasons for com-



6 Data Mining and Machine Learning for Astronomical Applications

bining multiple learners. Without pretending to depict a general theory
on ensemble methods, Thomas Dietterich suggested three main reasons why
an ensemble of classifier might be better than a single classifier [48].

The first one is statistical. Indeed learning algorithms try to find an hy-
pothesis in a given space H of hypotheses, and in many cases if we have
sufficient data they can find the optimal one for a given problem, but in real
cases we have only limited data sets and sometimes only few examples are
available. The ”subregion” S ⊂ H of the ”optimal” hyphotheses with respect
to the training error, may correspond to classifiers having different general-
ization performances. We could in principle try to select among them the
simplest or the one with the lowest capacity, but in practice this is difficult:
we can avoid this problem by averaging or combining the base classifiers to
get a good approximation of the unknown true hypothesis.

Continuing to follow Dietterich’s analysis, the second reason for combining
multiple learners arises from the limited representational capability of learning
algorithms. In many cases the unknown function to be approximated is not
present in H, but a combination of hypotheses drawn from H can expand
the space of representable functions, possibly embracing also the true one. It
is well-known that many learning algorithms enjoy universal approximation
properties [94, 151], but these asymptotic features do not hold with finite
data sets, since the effective space of hypotheses explored by the learning
algorithm with small-sized data can be significantly smaller than the virtual
H considered in the asymptotic case. From this standpoint ensembles can
enlarge the effective hypotheses coverage, expanding the space of representable
functions.

The third reason is computational, in the sense that training algorithms
may get stuck in local optima. For instance multi-layer perceptrons apply gra-
dient descent techniques to minimize an error function over the training data,
and inductive decision trees employ a greedy local optimization approach, both
resulting in suboptimal solutions due to multiple local minima of the under-
lying error function to be minimized. As a consequence, even if the learning
algorithm could in principle find the best hypothesis, we actually may not
be able to find it. An ensemble merging different local suboptimal solutions
may achieve a better approximation, at least avoiding the worst local minima
solutions.

The accuracy-diversity trade-off. A simple example, due another time
to Dietterich [48], is useful to introduce another open theoretical issue about
ensemble methods: the so-called accuracy-diversity trade-off [121]. Having a
set of L classifiers whose error is lower than random guessing for a two-class
classification problem (that is an error lower than 0.5), it is easy to see that
the overall error of the majority voting ensemble, given by the area under the
binomial distribution where more than L/2 hypotheses are wrong, is signifi-
cantly lower than the error of the base classifier. It is worth noting that this
result is known since the end of the XVIII century in the context of social
sciences: in fact the Condorcet Jury Theorem [45]) proved that the judgment
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of a committee is superior to those of individuals, provided the individuals
have reasonable competence (that is, on the assumption that their probability
of being correct is higher than 0.5). Nevertheless, this result holds only if the
base classifiers (individuals) are independent: if their decisions are dependent,
that is similar for a given input data sets, we have not a series of independent
Bernoulli experiments, and we have no guarantee of a reduced error when
a majority voting ensemble is applied. This fact is a particular case of the
more general problem of the relationships between accuracy and diversity of
base learners within an ensemble: the performance of an ensembles depend
on the accuracy of the component base learners, but also on their diversity,
that is on their capability of responding differently to the same input. On one
hand, if each base learner provides the same predictions, there is no utility
in combining their outputs, but on the other hand, if the base learners are
maximally accurate, they generate the same correct predictions, with no diver-
sity between them. The resulting trade-off between accuracy and diversity has
been actively studied, starting from the pioneering work of Tumer and Gosh,
who showed how ensemble error decreases as base model error decreases and
diversity increases [195]. Nevertheless, Kuncheva studies showed that the re-
lationships between accuracy and diversity of base learners are more complex,
showing e.g. that the way the ensemble method generates base learners and
the behaviour of the base learning algorithms play a crucial role in determining
the characteristics of the accuracy-diversity trade-off [120, 121].

Empirical reasons for combining multiple learners. There are also
practical reasons for using ensemble methods, as witnessed by their successful
applications in several domains [143, 144]. Indeed employing multiple learners
can derive from the application context, such as when multiple sources data
are available, inducing a natural decomposition of the problem. In more gen-
eral cases we can dispose of different training sets, collected at different times,
having eventually different features and we can use different specialized learn-
ing machine for each different item. Predictive performances of single models
have been improved by the ensemble methodology in several application fields,
ranging from information security [139], astronomy and astrophysics [13],
geography and remote sensing [17], image retrieval [190], finance [128], to
medicine [160], bioinformatics [166] and chemioinformatics [140].

1.3 Taxonomies of ensemble methods

Considering the variety of ensemble techniques and the large number of
combination schemes proposed in literature, it is not surprising that a very
large number of ensemble methods and algorithms are now available to the
research community. To help the researchers and practitioners to get their
bearings and to develop new methods and techniques, several taxonomies of
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ensemble methods have been proposed. Indeed combination techniques can
be grouped and analyzed in different ways, depending on the main classifi-
cation criterion adopted. For instance, if we consider the representation of
the input patterns as the main criterion, we can identify two distinct large
groups, one that uses the same and one that uses different representations of
the inputs [107, 108].

Another criterion distinguishes between strictly speaking ensemble sys-
tems and modular systems: the latter is characterized by component learners
devoted to different tasks by which the original problem has been decom-
posed, the former by a combination of a set of classifiers, each of which solves
the same original task [184, 122]. A taxonomy can also be based on the way
diversity between base learners is achieved, i.e. implicitly between randomiza-
tion methods like bagging and random subspace techniques, or by methods
that explicitly improves diversity through a proper metric [28]. The differen-
tiation between trainable and non-trainable ensembles represents another key
to classify ensemble methods: non-trainable ensembles do not need training
after the base learners have been induced (they apply ”fixed” rules to combine
base classifiers), while trainable ensembles imply the training of the combiner
module, either during or after the base learners have been trained [58, 116].

Sharkey [182] proposes a multi-dimensional taxonomy, founded on three
dichotomies: 1) selection or combination of the multiple base learners; 2) meth-
ods based or not on the direct combination of base learner outputs; 3) meth-
ods based on ensembles or modular systems. Extending this approach, a more
complex five-dimensional taxonomy has been proposed by Rokach, based on
combiner usage, classifier dependency, diversity generation, ensemble size and
the capability of ensemble methods to be applied with different base learning
algorithms [171].

In her fundamental book on ensemble methods, Lucy Kuncheva proposes
a four level taxonomy based on the way ensembles are constructed [116]. At
a first level the author highlights the combination rules to assemble multiple
classifiers, distinguishing between fusion methods that combine in some way
the outputs of the base learners and selection methods, by which a single
classifier is selected among the set of available base classifiers. At a second
level we may consider different models, and we may design base learners for
specific ensemble methods. At feature level different subsets of features can
be used for the classifiers. Finally, different data subsets, so that each base
classifier in the ensemble is trained on its own data, can be used to build up
the committee of learning machines.

In this survey we adopt the classification scheme originally proposed
in [201] (with some minor modifications borrowed from [116]), not because
we consider this taxonomy better than others, but simply because it is quite
simple and clean and facilitates us to introduce the main ensemble methods
presented in the literature. Indeed ensemble methods are characterized by two
basic features: 1) the algorithms by which different base learners are combined;
2) the techniques by which different and diverse base learners are generated.
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Our proposed taxonomy basically distinguishes between non-generative
ensemble methods that mainly rely on the former feature of ensemble methods,
and generative ensembles that mainly focus on the latter. It is worth noting
that the ”combination” and the ”generation” of base learners are somehow
both present in all ensemble methods: the distinction between these two large
classes depends on the predominance of the combination or of the generation
component of the ensemble algorithm.

More precisely, non-generative ensemble methods confine themselves to
combine a set of possibly well-designed base classifiers: they do not actively
generate new base learners but try to combine in a suitable way a set of
existing base classifiers. Examples are methods that combine the output of
a set of base learners by majority voting [158], or methods that select the
best subset of base learners on the basis of their accuracy [156], or methods
that combine the probabilistic output of a set of classifiers according to the
Bayes rule [57]. Note that in all these cases the emphasis is placed on the way
the base learners are combined or selected, and not on the way different and
diverse classifiers are generated.

On the contrary, generative ensemble methods generate sets of base learn-
ers acting on the base learning algorithm or on the structure of the data set to
try to actively improve diversity and accuracy of the base learners. In this case
the emphasis is placed on the way diverse base learners are constructed, while
the combination technique does not represent the main issue of the ensemble
algorithm. Examples are resampling methods, that train base learners on dif-
ferent bootstrap replicates of the data [20], or random subspace algorithms
that generate diverse base learners by using different randomly selected sub-
sets of features [87], or mixture of experts methods, where a gating network
performs the division of the input space and an ensemble of neural networks
perform the effective calculation at each assigned region separately [103].

Table 1.1 provides a high-level scheme of the taxonomy of ensemble meth-
ods proposed in this paper. Non generative methods (Sect. 1.4) are partitioned
in Ensemble fusion (Sect 1.4.1) and Ensemble selection (Sect. 1.4.2) methods,
while the other high level and more heterogeneous branch of the taxonomy,
i.e. Generative ensembles (Sect. 1.5), is subdivided in Resampling (Sect. 1.5.1),
Feature selection (Sect. 1.5.2), Mixture of experts (Sect. 1.5.3), Output Coding
(Sect. 1.5.4), and Randomized ensembles (Sect. 1.5.5) methods.

It is worth noting that semi-supervised and unsupervised ensemble meth-
ods have been recently proposed. Unfortunately, for lack of space we do not
discuss these topics, and we refer the reader to Section 8.3 of Kuncheva’s
book [116], or to the brief review provided in [77]. However, some examples
of the application of unsupervised ensemble methods to astronomy and astro-
physics problems are described in Sect. 1.6 of this chapter.
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TABLE 1.1: A taxonomy for ensemble methods

Non generative Ensemble fusion - Majority voting
ensembles methods - Naive Bayes rule

- Behavior-Knowledge-Space
- Algebraic operators fusion
- Fuzzy fusion
- Decision Template
- Meta Learning
- Multi-label hierarchical
methods

Ensemble selection - Test and select
methods - Cascading classifiers

- Dynamic classifier selection
- Clustering based selection
- Pruning by statistical tests
- Pruning by semidef. programming
- Forward/Backward selection

Generative Resampling - Bagging
ensembles methods - Boosting

- Arcing
- Cross-validated committees

Feature selection and - Random Subspace
extraction methods - Similarity based selection

- Input decimation
- Feature subset search
- Rotation forests

Mixture of - Gating network selection
experts - Hierarchical mixture

of experts
- Hybrid experts

Output Coding - One Per Class
methods - Pairwise and

Correcting Classifiers
- ECOC
- Data driven ECOC

Randomized - Randomized decision trees
methods - Random forests

- Pasting small votes
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1.4 Non-generative ensembles

Following the taxonomy proposed in [116], we can subdivide non-generative
strategies in ensemble fusion and ensemble selection methods. Both these ap-
proaches share the very general common property of using a predetermined
set of learning machines previously trained with suitable algorithms. The base
learners are then put together by a combiner module that may vary depend-
ing on the requirement of the output of the individual learning machines:
for instance the combiner may need the labels of the classes, or a ranking of
the classes, or a support (e.g. the a posteriori probability estimation) for each
class [210]. Moreover we may distinguish between combiners that are trainable
and not trainable [58]. Very schematically ensemble fusion methods combine
all the outputs of the base classifiers, while ensemble selection methods try to
choose the ”best classifiers” among the set of the available base learners.

1.4.1 Ensemble fusion methods

The most popular ensemble fusion method is represented by the major-
ity voting ensemble, by which each base classifier ”votes” for a specific class,
and the class that collects the majority of votes is predicted by the ensem-
ble [106, 158, 124]. By generalizing this approach, Xu et al. proposed a thresh-
olded plurality vote: by imposing a threshold on the number of votes to select
the class, we may move from an unanimity vote rule, by which we choose a
class only if all the base classifiers agree on the corresponding label, to the sim-
ple majority voting rule, by which it sufficient to achieve the majority of votes
to select the class; intermediate cases can be considered by moving the thresh-
old of votes, at the expenses of some possible unclassified example [210]. This
approach can be refined assigning different weights to each classifier to opti-
mize the performance of the combined classifier, according to the base learner
accuracy estimated on a validation set [123, 147]. By generalizing the anal-
ysis to linear combiners, Fumera and Roli showed the reasons why weighted
average improves on simple average combining rule [73].

Assuming conditional independence between classifiers, a Naive-Bayes de-
cision rule selects the class with the highest posterior probability computed
through the estimated class conditional probabilities and the Bayes’ for-
mula [54, 57]. A Bayesian approach has also been used in Consensus based
classification of multisource remote sensing data [16, 15, 27], outperforming
conventional multivariate methods for classification. To overcome the prob-
lem of the independence assumption (that is unrealistic in most cases), the
Behavior-Knowledge Space (BKS) method [96] considers each possible combi-
nation of class labels, filling a look-up table using the available data set, but
this technique requires a huge volume of training data.

Other simple operators such as Minimum, Maximum, Average, Product
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and Ordered Weight Averaging have been applied to combine multiple clas-
sifiers [175, 26, 114]. On the basis of a common Bayesian framework, Josef
Kittler provided a theoretical underpinning of many existing classifier combi-
nation schemes based on the product and the sum rule, showing also that the
sum rule is less sensitive to the errors of subsets of base classifiers [108].

Fuzzy set theory has also been applied to combine multiple learners through
proper fuzzy aggregation connectives [40, 39, 105, 207, 205]. In particular
the fuzzy integral has been reported to give excellent results as a classifier
combiner. Its effectiveness comes from the fact that it measures the ”strength”
of every subset of classifiers, and not only the strength of each individual
classifier: as a consequence, for each example to be classified, the decision of
the ensemble is based on the competence of every subset of base learners [121].
If the classifier outputs are possibilistic, Dempster-Schafer combination rules
can be applied [169].

A valuable approach that takes into account the prediction-scores (e.g. the
support) of the base learners for each class to be predicted is represented by
the Decision templates (DT) [117]. The main idea behind decision templates
consists in comparing a ”prototypical answer” of the ensemble for the examples
of a given class (the template), to the current answer of the ensemble to
a specific example whose class needs to be predicted (the decision profile).
Different similarity measures can be used to evaluate the matching between
the matrix of classifier outputs for a given input, that is the decision profiles,
and the matrix templates (one for each class) found as the class means of the
classifier outputs. This approach can be easily applied to combine multiple
set of features or sources of data to improve predictions [47, 164]. In [165] the
authors analyzed the tolerance of DT and other ensemble methods to noisy
data, and showed that DT are particularly resistant to the addition of noisy
data sets.

Ensemble fusion can be performed also by second-level trainable combin-
ers, through meta-learning techniques [59]. For instance, in stacking methods
the outputs of the base learners are interpreted as features in an intermediate
space: the outputs are fed into a second-level machine to perform a trained
combination of the base learners [208]. By extending this approach a new
method based on multiresponse linear regression have been shown to outper-
form the original Wolpert’s stacking approach [60]. Stacking requires a careful
training of the base learners and of the combiner: if we use the same training
data for both, it is likely to incur in overfitting. To avoid this problem, L2

norm (ridge regression) and L1 norm (Lasso regression) penalization have been
introduced in linear models for stacked generalization [167]. Another type of
meta-learning ensemble is represented by methods that use an arbiter or a
combiner to decide recursively in a hierarchically structured input space on
the basis of the predictions made by the base learners. The aim of this strat-
egy is respectively to provide an alternate classification when the base learners
disagree (arbiter trees) [34] or to combine the outputs of the base classifiers by
learning their relationships with the correct labels (combiner trees) [35, 95].
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Several ensemble methods have been devoted to the classification of hier-
archically structured classes, as those related to the classification of texts in
the web or to the classification of genes in functional genomics [204, 100, 3].
Different ensemble based algorithms have been proposed ranging from meth-
ods restricted to multilabels with single and no partial paths [46] to methods
extended to multiple and also partial paths [31]. In this context hierarchi-
cal ensemble methods are in general characterized by a two-step strategy: a)
flat learning of the classes as a set of independent classification problems; b)
combination of the predictions by exploiting the relationships between classes
that characterize the hierarchy. Some recently published works clearly demon-
strated that this approach ensures an increment in precision with respect to
”flat” methods, but this comes at expenses of the overall recall [83, 142, 33]. A
recently proposed hierarchical ensemble approach, proposed in the context of
functional genomics, partially overcomes this problem, and can be in principle
extended to other application domains characterized by the unbalance of the
classes and hierarchically structured relationships between classes [198]. Hi-
erarchically structured ensembles, originally proposed in [33, 198] have been
also successfully combined with majority voting ensembles and kernel fusion
methods to integrate multiple sources of data in the context of gene function
prediction problems [32]. Finally, a different method, based on ensembles of
hierarchical multi-label decision trees, developed for the prediction of gene
functions, is general enough to be adapted to other classification problems
with classes structured according to a direct acyclic graph [179].

1.4.2 Ensemble selection methods

This general approach tries to identify the ”best” base classifier among the
set of base learners for a specified input, and the output of the ensemble is the
output of the selected best classifier. From a more general standpoint also a
subset of base classifiers can be chosen. In this case we need to decide to pick
one of the selected outputs as the ensemble output, or to combine the output
of the base learners, according, e.g., to one of the ensemble fusion methods
described in the previous section. To design an ensemble selection method
we need to decide how to build the individual classifiers, how to evaluate the
competence of each classifier on a specific input, what selection strategy to
use [116].

The test and select methodology relies on a a greedy approach, by which
a new learner is added to the ensemble only if the resulting squared error is
reduced [158], but in principle any optimization technique can be used to select
the ”best” component of the ensemble, including genetic algorithms [146, 125].

Another possible approach is represented by cascading classifiers. The base
learners are applied sequentially, and if the confidence of the first classifier is
high, its prediction is taken, otherwise the prediction is recursively demanded
to the next classifier and so on. This ”cascade” model is useful especially with
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real-time systems, since most of the inputs need to be processed by a few
classifiers [6, 74].

The competence of each base classifier can be estimated dynamically (that
is during the operational phase) by using only ”a priori” information on the
features of the input pattern (with no knowledge about its predicted labels) or
by using ”a posteriori” information on the labels predicted by all the classifiers,
by applying e.g. k-NN (k Nearest Neighbours) estimates [209]. This approach
is also known as Dynamic Classifier Selection [91, 209, 80] and it is based on
the definition of a function selecting for each pattern the classifier which is
likely the most accurate, estimating, for instance the accuracy of each classifier
in a local region of the feature space surrounding an unknown test pattern [80].

Nevertheless, this dynamical approach might be too computationally in-
tensive and a less demanding preestimation of the competence region can be
applied. To this end, the region of competence for the base classifiers can
be determined through clustering methods [130, 115]. Clustering algorithms
have also been employed to discover groups of base learners that make sim-
ilar predictions, then models are picked from each cluster to both select a
subset of the available base learners and to improve the diversity of the en-
semble [82, 127, 81].

Other greedy search methods are based on a ranking that gives preference
to classifiers that are able to correct the incorrect predictions of the ensemble,
as in Orientation Ordering ensembles, thus assuring the selection of base learn-
ers able to improve the prediction of the overall ensemble [132]. Ensembles of
heterogeneous classifiers can also be pruned by statistical procedures that se-
lect only those classifiers with significantly better performances, combined in
a second step through majority voting [192, 191].

Ensemble pruning can also be formulated as a semi-definite programming
problem that minimizes misclassification and maximize diversity, with the
constraints of selecting only a subset of the available classifiers: by setting the
number of base classifiers to be selected as an input parameter Zhang et al.
approximating solve the resulting quadratic integer programming problem in
polynomial time [213].

Algorithms borrowed from the feature selection literature or for the so-
lution of complex optimization tasks (tabu search) are proposed in [172].
Forward selection [30] and backward elimination [9] ensemble selection al-
gorithms, adapted from the corresponding feature selection literature, respec-
tively add or remove base classifiers selected according to the minimization of
an objective function. Another valuable approach is represented by a greedy
search that takes into account both ensemble decision strength and the diver-
sity of the base learners to select the base learners [154]. Recently Partalas,
Tsoumakas and Vlahavas proposed a new ensemble pruning method via di-
rected hill climbing: they introduced a new measure to select models that
takes into account the uncertainty of the decision of the ensemble. Through
the proposed Uncertainty Weighted Accuracy measure, the authors select a
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small subset of base classifiers, achieving state-of-art results on a large set of
benchmark data sets [155].

1.5 Generative ensembles

In this section we introduce ensemble methods able to generate base learn-
ers by acting on the base learning algorithm or on the structure of the data
set to try to actively boost diversity and accuracy of the base learners. These
methods can perturb the structure and the characteristics of the available in-
put data, as in resampling methods or in feature selection/subsampling meth-
ods, or can manipulate the aggregation and the coding of the classes (Output
Coding methods), or can select base learners specialized for a specific input
region (mixture of experts methods). They can also randomly modify the base
learning algorithm, or apply randomized procedures to the learning processes
to improve the diversity or to avoid local minima of the error (randomized
methods).

1.5.1 Resampling methods

Resampling techniques can be used to generate different hypotheses. For
instance, bootstrapping techniques [61] may be used to generate different
training sets and a learning algorithm can be applied to the obtained sub-
sets of data in order to produce multiple hypotheses. These techniques are
effective especially with unstable learning algorithms, which are algorithms
very sensitive to small changes in the training data, such as neural-networks
and decision trees [64].

Bagging (an acronym for bootstrap aggregating) builds up the ensemble by
making bootstrap replicates of the training sets, and the multiple hypotheses,
resulting from the application of a suitable learning algorithm to the perturbed
data, are used to get an aggregated predictor [20]. The aggregation can be
performed averaging the outputs in regression or by majority or weighted
voting in classification problems [185, 186].

By applying procedures to estimate the bias and variance of each base
learner, an enhanced version of bagging, tailored to the characteristics of
Support Vector Machines is proposed in [199]: considering that bagging is
a variance-reduction methods, by selecting the SVMs with a low bias, we may
obtain ensembles that lower both the variance and the bias component of the
error. This technique comes from a more general approach to design ensembles
based on the bias-variance decomposition of the error, to exploit the specific
learning characteristics of the base learners [200].

Another variant of bagging, based on a non-uniform probability to extract
examples from the training set is Wagging: while in bagging each example
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is drawn with equal probability from the available training data, in wagging
each example is extracted according to a weight stochastically assigned [11].

Extending this approach, in boosting methods the learning algorithm at
each iteration uses a different distribution or weighting over the training ex-
amples [175, 176, 174, 67, 56, 55], according to the errors of the base learners.
The most known algorithm in this family is surely AdaBoost [69, 68]. This
technique places the highest weight on the examples most often misclassified
by the previous base learner: in this way the base learner focuses its attention
on the hardest examples. Then the boosting algorithm combines the outputs
of the base learners by weighted majority voting. Schapire and Singer showed
that the training error exponentially drops down with the number of itera-
tions [178] and Schapire et al. [177] proved that boosting enlarges the margins
of the training examples, showing also that this fact translates into a superior
upper bound on the generalization error. It is worth noting that this ensemble
method is one of the most studied, with a solid theoretical background, and
largely applied in several application domains.

Breiman proposed an algorithm similar to the AdaBoost algorithm, that
he named arcing (adaptive resampling and combining) to investigate whether
the success of AdaBoost is due to technical details or to the resampling scheme
adopted [22, 24]. His conclusions showed that AdaBoost is a well-theoretically
founded algorithm, while arcing is basically a heuristic with empirical results
comparable to AdaBoost [22]. Different variants of boosting algorithms for
multiclass problems, or real-valued classifier outputs have been proposed [178,
5].

Relationships of boosting with logistic regression have been analyzed in [71,
43], giving raise to a parametrized family of iterative algorithms [43] and to
the LogitBoost algorithm, that casts AdaBoost in a statistical framework, by
applying the cost functional of logistic regression and reinterpreting boosting
as a generalized additive model [71]. Instead of re-weighting, a new boosting by
resampling technique can be adopted: a local error for each training example
is computed and then used to update the probability of drawing the example
at the next iteration of the algorithm [212].

Experimental work showed that bagging is effective with noisy data,
while boosting, concentrating its efforts on noisy data is quite sensitive to
noise [163, 49]. Nevertheless, boosting algorithms designed for noisy data par-
tially overcome this problem [148, 189]. Finally, another approach based on
subsampling to achieve diversity consists in constructing training sets by leav-
ing out disjoint subsets of the training data as in cross-validated commit-
tees [152, 153] or sampling without replacement [183].

1.5.2 Feature selection/extraction methods

Reducing the number of input features of the base learners, we can contrast
the effects of the classical curse of dimensionality problem that characterize
high-dimensional and sparse data [72]. For instance, by applying feature se-
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lection algorithms or subsampling methods to draw subsets of features from
the available data, we can construct sets of diverse base classifiers that can be
combined through appropriate ensemble fusion techniques.

A random strategy can be applied to select sets of features. In Random
Subspace methods [87, 120], a subset of features is randomly selected and
assigned to an arbitrary learning algorithm: a random subspace of the original
feature space is obtained, and classifiers are constructed inside this reduced
subspace. The aggregation is usually performed using weighted voting on the
basis of the base classifiers accuracy, but other techniques could be in principle
applied. It has been shown that this method is effective for classifiers having
a decreasing learning curve constructed on small and critical training sample
sizes [187].

By using a dissimilarity representation of the objects, e.g. the distances be-
tween the pairs of examples in the training set, we can construct a ”similarity-
based” feature space that resembles an approach similar to kernel meth-
ods [180]. By adopting this approach a linear discriminant classifier applied on
subsets of randomly selected dissimilarity features has been proposed [157].

An open problem in random subspace methods is represented by the choice
of the dimension of the projected subspace. Ho suggested a dimension about
equal to the half of the available features [87], and in [29] a method based
on a random search in the feature subset spaces is proposed. However, both
methods are heuristics, even if supported by empirical evidence of their effec-
tiveness.

Following a different approach, sets of features can also be chosen by
non-random selection methods. For instance, the Input Decimation ap-
proach [150, 104] reduces the correlation among the errors of the base clas-
sifiers, decoupling the base classifiers by training them with different subsets
of the input features. It differs from the previous Random Subspace Method,
since for each class the correlation between each feature and the output of the
class is explicitly computed, and the base classifier is trained only on the most
correlated subset of features.

Extending this approach, various criteria instead of the simple correlation
between features and class labels have been introduced; moreover, base learner
selection is accomplished by checking both the accuracy and the diversity of
the base learners [194, 193]. Gunter and Bunke apply different feature subset
search algorithms to find different subsets of features; to incrementally select
the base learners, they take into account the diversity and the accuracy of
the overall ensemble [84]. Genetic and evolutionary techniques have also been
applied to construct ensembles based on feature subset selection [145, 118,
170].

Another effective method that relies on feature extraction techniques is
represented by the rotation forests [168]. Features are randomly split into n
subsets, and n axis rotation are performed to encourage simultaneously indi-
vidual accuracy and diversity within the ensemble. In a comparative experi-
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mental study rotation forests achieve better results than those obtained with
bagging, boosting and random forests [119].

1.5.3 Mixture of experts

A general approach similar to ensemble selection is represented by the
mixture of experts methods [98, 97]. It differs from selection methods by the
fact that the recombination of the base learners is governed by a supervisor
learning machine, that selects the most appropriate element of the ensemble
on the basis of the available input data: a gating network performs the division
of the input space and an ensemble of neural networks perform the effective
calculation at each assigned region separately. The output of the gating net-
work are interpreted as probabilities for selecting the expert responsible for
the prediction on a given input. These probabilities can be used to stochasti-
cally select the expert, or to choose the expert according to a winner-takes-all
paradigm, or as weights to combine the outputs of the multiple base learn-
ers (experts). Through this type of ensemble methods both the selector (the
gating network) and the base classifiers can be trained with standard learn-
ing algorithms: the standard back-propagation algorithm or the expectation-
maximization method [103]. An extension of this model is the hierarchical
mixture of experts method, where the outputs of the different experts are
non-linearly combined by different supervisor gating networks hierarchically
organized [101, 102, 97].

Cohen and Intrator extended the idea of constructing local simple base
learners for different regions of input space, searching for appropriate archi-
tectures that should be locally used and for a criterion to select a proper unit
for each region of the input space [41, 42]. They proposed a hybrid MLP/RBF
network by combining RBF and Perceptron units in the same hidden layer
and using a forward selection procedure to add units until the error drops to
a given threshold. Although the resulting Hybrid Perceptron/Radial Network
is not in a strict sense an ensemble, the way by which the regions of the in-
put space and the computational units are selected and tested could be in
principle extended to ensembles of learning machines.

1.5.4 Output Coding methods

By manipulating the coding of classes in multi-class classification problems,
we can construct ensembles able to partially correct errors committed by the
base learners, exploiting the redundancy in the bit-string representation of the
classes [138, 51, 48]. More precisely, Output Coding (OC) methods decompose
a multiclass–classification problem in a set of two-class subproblems, and then
recompose the original problem combining them to achieve the class label. An
equivalent way of thinking about these methods consists in encoding each
class as a bit string (named codeword), and in training a different two-class
base learner (dichotomizer) in order to separately learn each codeword bit.
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When the dichotomizers are applied to classify new points, a suitable measure
of dissimilarity between the codeword computed by the ensemble and the
codeword classes is used to predict the class (e.g. Hamming distance) [50].

Different decomposition schemes have been proposed in literature: In the
One-Per-Class (OPC) decomposition [8], each dichotomizer separates a single
class from all others; in the PairWise Coupling (PWC) decomposition [86], the
task of each dichotomizer consists in separating a pair of classes, ignoring all
other classes; the Correcting Classifiers (CC) and the PairWise Coupling Cor-
recting Classifiers (PWC-CC) are variants of the PWC decomposition scheme,
that reduce the noise originated in the PWC scheme due to the processing of
non pertinent information performed by the PWC dichotomizers [141].

Error Correcting Output Coding (ECOC) [50, 51] is the most studied
OC method, and has been successfully applied to several classification prob-
lems [2, 18, 78, 196, 211]. This decomposition method tries to improve the
error correcting capabilities of the codes generated by the decomposition
through the maximization of the minimum distance between each pair of
codewords [113]. This goal is achieved by means of the redundancy of the
coding scheme [202].

The trade-off between error recovering capabilities and complex-
ity/learnability of the dichotomies induced by the decomposition scheme has
been studied in [4]. The effectiveness of ECOC decomposition methods de-
pends mainly on the design of the learning machines implementing the deci-
sion units, on the similarity of the ECOC codewords, on the accuracy of the
dichotomizers, on the complexity of the multiclass learning problem and on
the correlation of the codeword bits [134, 135, 136, 137].

The design of ECOC codes tuned to the characteristics of the data, in
order to obtain codes and dichotomies that are both ”simple” and able to
recover errors of the base learners, is another interesting issue considered in
several works [138, 7]. In [44] it is shown that given a set of dichotomizers the
problem of finding an optimal decomposition matrix is NP-complete: by intro-
ducing continuous codes and casting the design problem of continuous codes
as a constrained optimization problem, we can achieve an optimal continuous
decomposition using standard optimization methods.

Data-driven ECOC (DECOC) analyzes the distribution of data classes to
optimize both the composition and the number of the base learners [214].
Compact ECOC codes, able to code classes using very compact but effective
codes, well-suited for problems characterized by very large number of classes
have been proposed in [161], and adapted to the characteristics and the distri-
bution of the data [12]. Recently ternary ECOC codes (adding a ”don’t care”
bit) have been extensively studied and a taxonomy of both binary and ternary
ECOC codes is proposed in [63].
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1.5.5 Randomized ensemble methods

Randomness plays a central role to generate set of diverse base classi-
fiers: for instance we can randomly draw examples (bagging, Sect. 1.5.1) or
features (random subspace, Sect. 1.5.2) from the training data to construct
ensembles of diverse classifiers. Moreover several experimental results showed
that randomized learning algorithms used to generate base elements of en-
sembles improve the performances of single non-randomized classifiers. For
instance in [49] randomized decision tree ensembles outperform single C4.5
decision trees [162], and adding gaussian noise to the data inputs, together
with bootstrap and weight regularization can result in large improvements in
classification accuracy [163].

By extending this approach, Leo Breiman proposed a general class of en-
sembles, the random forests [25], using decision trees as base classifiers. A
random forest can be constructed by randomly sampling from the data set,
or by sampling from the feature set, or from both. For instance, along with
selecting examples bootstrapped from the available training data, a random
subset of features is drawn at each node of the tree and the best one is selected
among this set to split the nodes. Random forests are also implicitly able to
select the most relevant features associated to the classification problem they
are applied to [25].

Randomness plays a role also when ensembles are built to deal with very
large or distributed data sets. Indeed in these situations ordinary learning
algorithms cannot directly process the data set as a whole. To this end pasting
small votes techniques, by which individual classifiers are trained on relatively
small subsets of the available data have been proposed [23]. By this method,
training sets are sampled from a large data set either randomly (Rvotes, similar
to bagging), or taking into account their importance for the classification task
(Ivotes, similar to boosting). Breiman [23] and Chawla, et al. [36] showed that
importance small sampling-based ensembles such as Ivotes and their distribute
counterpart DI-votes may obtain also better results with respect to single
learners trained on the entire available learning set. In particular Chawla et
al. showed that this ensemble approach may improve accuracy by enhancing
diversity between base learners, even if stable classifiers, such as Naive-Bayes,
are used [37]. Through a comparative experimental analysis, the reasons why
voting many classifiers built on small subsets of data work successfully are
interpreted in the context of bias-variance analysis of the generalization error:
the success of this approach is due to the very significant variance reduction,
while bias remains substantially unchanged [197].
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1.6 Ensemble methods in astronomy and astrophysics

The exponential raise in the available amount of astronomical and as-
trophysical data observed in the last years resulted into an ever increasing
gap between the availability of information about the natural objects (and/or
phenomena) under investigation and our ability to extract useful knowledge
from them. Astronomy has been among the first scientific disciplines to ex-
perience this flood of data. The sheer volume of data routinely analyzed in
astronomical and astrophysical research projects needs the application of a
multidisciplinary approach often involving the concurrent use of data min-
ing, statistical and machine learning techniques in order to effectively tackle
the high levels of noise usually present in the data produced by large scale
astronomical projects.

The primary goal of this section dedicated to the application of ensem-
ble methods in astronomy and astrophysics is not to present an exhaustive
list of all the scientific papers recently published, but rather to put in light
the potential benefits introduced by the application of the ensemble learning
approach to common problems investigated in these rapidly growing research
areas.

In a very broad sense the aim of ensemble learning, as in the case of all the
other branches of machine learning, is to leverage a computational machine
able to extract patterns from the data and then to translate these patterns
into novel (and hopefully useful) knowledge. Indeed a common problem faced
by scientific investigators is not only to classify objects according to a pre-
existing classification scheme but also to highlight the eventual existence of
relationships between uncategorized (or unlabeled) and more characterized
objects. From this point of view the choice of the ensemble method to be ap-
plied to the problem at hand is of paramount importance. We finally would
like to stress that the described ensemble methods are not out-of-the-box so-
lutions but rather tools that, if applied correctly, have strong potential for the
production of interesting scientific results and are able to provide inspiration
for new ideas and applications.

Supervised ensemble methods have been applied to several astronomical
problems. They have proven to be effective in the automated annotation of
the content of large publicly available catalogs. A good example of this class
of problems is the automated morphological classification of galaxies.

In [13] the authors predicted the morphological class of 800 examples
with both a single classifier and an ensemble of classifiers trained on boot-
strap replicates of the training set (bootstrap aggregating or bagging, see
Sect. 1.5.1). Performance were collected in the form of averaged classification
errors obtained by means of a canonical 10-fold classification scheme in order
to provide a good estimate of the generalization capabilities of the evaluated
approaches. As component classifiers the authors evaluated Artificial Neural
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Networks (commonly applied in astronomical classification problems) trained
with backpropagation, a pruned decision tree and the naive Bayes classifier.

The collected experimental results clearly demonstrated the ability of the
ensemble systems to reduce the overall classification error but with different
patterns. The authors observed that the decrement in the classification error
due to the application of the ensemble method was different according to the
type of the component classifier and also that the error reduction effect was
inversely related to the number of the output classes. Apart of the expected
classification error reduction, a really crucial point emerging from the results
presented in this work is that the same ensemble scheme may produce different
results according to the nature of its component classifiers. Unfortunately,
there is no way to know a priori which is the best type of classifier to be used to
solve a particular problem being this strictly dependent not only on the nature
of the problem at hand but also on the dataset to be evaluated. The only way
to face this problem is to perform experiments involving ensemble methods
based on different types of base learners. With respect to this problem an
interesting feature of the ensemble methods is that their flexible nature allows
the formation of the classifiers committee not only using instances of the
same algorithm, but also using committees composed by instances of different
algorithms trained on the same datasets resulting into a sort of mixture of
experts able to exploit the strength of different classifiers.

The combination of bagging and random selection of a small subset of fea-
tures for splitting at each node is known as a Random Forest (see Sect. 1.5.5).
Random Forests have proven to be effective in the identification of quasars
from the FIRST survey [65]. The Random Forest ensemble method has also
been applied in multi wavelength classification problems of data collected from
different databases including the Sloan Digital Sky Survey (SDSS), USNO,
FIRST and ROSAT [75]. In this experiment the authors not only demon-
strated that the investigated ensemble method is effective in astronomical
objects classification, but also investigated the feature selection and feature
weighting capabilities of this method when applied to data constituted by
samples from optical and radio bands. The authors also noted the robustness
of Random Forest in outlier detection.

In [79] the authors applied machine-learning methods to the automatic
geomorphic mapping of planetary surfaces. In this experiment the authors
casted remotely sensed topographic data into semantically meaningful maps
of landforms producing maps that are valuable research tools for planetary
science. The proposed framework is composed by two distinct steps: mapping
of the available topographic data (achieved by means of scene segmentation)
followed by supervised classification of segments. The method was applied to
six test sites on Mars. The collected experimental results showed that a com-
bination of K -means-based agglomerative segmentation and both SVM with
a quadratic kernel and Bagging with C4.5 produce the best maps. This work
demonstrates that the bagged ensemble of decision trees perform comparably
with the Support Vector Machine in the classification step, and this raise a



Ensemble methods: a review 23

crucial question: why should an investigator choose a classification scheme
instead of another? As we discussed previously, there is not an easy way to
answer this question (being it strictly related to the intrinsic nature of the
investigated problem), but while the application of an ensemble method does
not ensure an increment in the classification performance, it is granted to im-
prove the generalization level, meaning that an ensemble system is expected
to be more robust w.r.t. previously unseen data. and this can make the dif-
ference in research fields in which the amount of the publicly available data
and the acquisition rate of novel data is constantly growing (as in the case of
astronomy and astrophysics).

Supervised methods can be applied only in presence of a priori knowledge
available in the form of a set of labels, but relevant problems is astronomy
and astrophysics need an unsupervised approach.

A common problem faced by astronomers is the classification of celes-
tial objects on the basis of their spectral emissions. A large volume of noisy,
multidimensional data has been recently produced by using CCD imaging
spectrometers and made available to the scientific community by large scale
astronomical projects (data collected by the Chandra X-Ray Observatory and
the X-Ray Multimirror Mission (XMM-Newton)). The sheer volume of these
datasets raised the need to develop methods to classify and characterize the
vast library of X-ray spectra in an unsupervised fashion. This is of paramount
importance in order to create a counterpart to the current parametric model
fits, usually employed to classify X-ray spectral data, and to provide the in-
vestigators with a family of tools able to produce an opinion originated by a
different classification paradigm (the unsupervised one) w.r.t. the one upon
which are based classical spectral classification models.

In a recent work [92] the authors applied an ensemble classifier consist-
ing of agglomerative hierarchical clustering and K-means clustering applied
to X-ray spectral classification. This method does not need spectral source
models and can operate without information about the sources. It is also able
to deal with massive amount of data, a feature making it attractive for the
analysis of the data produced by large scale astrophysical investigations. This
approach employs Principal Component Analysis for dimensional reduction
of the spectral bands followed by clustering. While PCA provides a means to
automatically define optimal spectral band definitions from the data set it-
self, the ensemble clustering method groups similar sources of X-ray emission
by placing them in a three-dimensional spectral sequence and then grouping
the ordered sources into clusters based on their spectra. The statistical issues
behind this method are discussed in [93].

The ensemble learning paradigm has also been applied in a popular astro-
nomical research area: galaxy spectra modeling. In [131] a statistical approach,
ensemble learning for independent component analysis (EL-ICA), was applied
to the analysis of a synthetic galaxy spectral library. The authors found that
the proposed method was able to reduce the data of the spectral library to six
nonnegative independent components (ICs). They also found that the iden-
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tified ICs were good templates for modeling normal galaxy spectra, as the
ones contained in the Sloan Digital Sky Survey (SDSS). In this case ensem-
ble learning was applied, according to what originally suggested in [126], in
order to provide a sort of heuristic able to efficiently estimate the nonlinear
parameters of an ICA model. The approach proposed in [131] is not only able
to solve the problem of data compression characterizing the first step of a
spectra modeling task, but is also expected to manage effectively the risk of
overfitting the training data.
As a last example of application of ensemble methods in astron-
omy/astrophysics, we would like to highlight the potential benefits introduced
by the usage of ensemble systems in classification tasks involving missing data.
Any classification algorithm independently by its supervised or unsupervised
nature, assumes that each instance is associated to a complete set of values
but real observational data often contain missing features. A common ap-
proach to tackle the problems due to the presence of incomplete instances is
to simply remove them from the dataset under investigation before to start
its analysis. This approach is suboptimal when a large fraction of the data
points have missing features. A common technique to avoid this “filtering”
approach is to impute the missing value, but often imputation techniques are
based on the assumption that missing values occur by chance which is not
always the case. In particular, in astronomy the absence of a value could have
a physical meaning. In order to avoid both the prefiltering of incompletely
described instances and the imputation of missing values, a solution based on
a adapted clustering approach was proposed in [206]. The proposed method
(KSC) is based on soft constraints induced by the fully described instances to
assist in the grouping of the incomplete ones. This approach is suitable only
for exploratory (unsupervised) investigations but cannot be applied to super-
vised classification problems. In [159] the author proposed a solution based on
the creation of an ensemble of classifiers, each trained with a random subset
of the features, so that an instance with missing features can still be classified
using learners whose training data did not include those attributes. The main
parameters affecting the performance of the classifier are the number of ran-
dom features used in the training of the component classifiers, and the total
number of component learners to be generated in order to create the ensemble
committee.

1.7 Conclusions

In this chapter we provided an overview and a bibliography of ensemble
methods. Despite our efforts, we are sure that we missed important research
works and maybe important research areas, since this field of machine learning
is continuously growing, and new methods and innovative applications able to
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stimulate the development of new ensemble methods are object of intensive re-
search. To expand on this subject, we would like to mention an excellent book
devoted to ensemble methods, the fundamental Combining Pattern Classi-
fiers by Lucy Kuncheva [116], as well as the cited proceedings of the Multiple
Classifier Systems (MCS) conference, especially for the discussion of recent
advanced topics on ensemble systems [14, 62].

Our overview focused on supervised ensemble methods, since historically
these were the first to be studied and applied to several application domains.
More precisely, in this chapter a general taxonomy, distinguishing between
generative and non–generative ensemble methods, has been proposed, consid-
ering the different ways supervised base learners can be generated or com-
bined together. Nevertheless ensemble methods have been also developed in
the context of semi-supervised and unsupervised ensemble methods, as wit-
nessed by recent research works on the unsupervised exploratory analysis of
data [77, 143, 144].

Several important issues have not been discussed in this paper. In partic-
ular the theoretical problems behind ensemble methods need to be reviewed
and discussed more in detail, and the discussion of the application of ensemble
methods to real-world problems has been limited to some relevant problems in
astronomy and astrophysics, since a discussion extended to all the application
domains of ensemble systems if far beyond the scope of this chapter. To gain
a general overview of the applications of ensemble methods, a good starting
point could be the quite recent Special Issue on Applications of Ensemble
Methods of the Information Fusion Journal [1].

Other open problems not covered in this chapter are the relationships
between ensemble methods and data complexity [88, 89, 129], a systematic
research of hidden commonalities among all the combination approaches de-
spite their superficial differences, and a general analysis of the applications
(and of the applicability) of these methods to supervised tasks such as active
learning [181], or to semi-supervised learning [215].
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