
Predictive models 

Linear regression and the least squares method 

 

Assume we want to make a prediction on a certain value of interest: for instance, the time needed to 

prepare goods to be shipped by train. Assume we also have some intuition about something from which 

this value is likely to depend: for instance, the number of items to be shipped. Intuitively, it looks 

reasonable to assume that it takes more time to prepare a shipment of many items than the shipment of 

few items. Then, we call these two quantities dependent variable (the preparation time) and independent 

variabile (the number of items). We will indicate the dependent variable with Y and the independent 

variable with X. 

Now, assume we have some historical data available: for several times in the past shipments have been 

prepared and every time someone has recorded the number of shipped items and the time taken to 

prepare the shipment. These records are the input data for our analysis. Assume we have imported them in 

a spreadsheet. 

 

If we visualize the X and Y values in a scatter plot, we can have an intuition about the most suitable function 

for a regression analysis. 



 

In the plot, the points are rather well aligned along a straight line. This suggests to make a linear regression, 

i.e. to compute the line interpolating the given points in the best way. 

The line we are searching for is defined by two coefficients: 

 the slope, that is the increase of Y corresponding to a unit increase of X; 

 the intercept, that is the value of Y corresponding to the null value of X. 

Spreadsheets include pre-defined functions that allow to execute linear regression immediately. In 

particular, it is possible to obtain the slope and the intercept of the line, using respectively the functions 

SLOPE() and INTERCEPT(), and passing them as arguments the vector of the Y values and the vector of the X 

values, separated by a semicolon. 
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Indicating the slope with m and the intercept with q, the line has equation Y = m X + q. In this example we 

have m = 9,69 e q = 102,97. 

 

After having computed the line, it is very useful to check the value of the linear correlation coefficient, also 

called Pearson index. Also this value can be obtained directly with the predefined function PEARSON() with 

the same arguments as above. 

 

Since the value of this index is positive, the line is increasing. Since its absolute value is very close to 1, the 

points show a very high linear correlation, that is they are very close to the regression line. 
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Another useful indicator of the quality of the model (and of the forecasts it provides) is a measure of the 

distance between the line and the data. The regression line minimizes the mean square error, i.e. the mean 

value of the squared differences. The differences are as many as the (X,Y) pairs in input. For each pair (Xi,Yi) 

the error is defined as the difference between the input value Yi and the value computed on the regression 

line for Xi, i.e. mXi + q. There is no predefined function in the spreadsheet to show the mean square error. 

However, a predefined function provides the standard error. This is the square root of the mean square 

error. 

 

In our example the standard error is 2.57. Compared with the Y values (around 200) it corresponds to about 

1%. 

A third check is on the slope of the line. Should the line be horizontal, this would indicate that the 

dependent variable Y actually weakly depends on the value of the independent variable X, which would put 

some doubt on our initial assumption “Y depends on X”. In our example, this does not happen: for different 

values of X we have definitely different values of Y; in particular, for each additional items to be shipped 

about ten additional minutes are required (m = 9.69). 

Hence we can reasonably assume that the model we have obtained from linear regression in this example 

be reliable and we can use it to make predictions. For instance, if we want to predict how i twill take to 

prepare two shipments, one with ten 10 items and the other with 22 items, we can compute the 

corresponding values of the required time (Y) using the equation of the regression line setting X=10 in one 

case and X=22 in the other. 



 

If we visualize the two points corresponding to these two forecasts, we can verify that they are exactly on 

the regression line. 
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Now we repeat the construction of this simple predictive model with a more general procedure that does 

not use the predefined functions SLOPE() and INTERCEPT(). This second method consists of formulating and 

solving an optimization problem, that is a problem in which we want to find the values of the variables that 

allow to achieve the maximum or minimum value of an objective we want to optimize. 

Let us restart from the data, that we have observed to be almost aligned along a straight line. 

 

Now we indicate on the spreadsheet the two coefficients, m and q, we want to determine. These are the 

variables in our optimization problem. 

 

Now we must put also the objective somewhere in the spreadsheet. In linear regression we want to 

minimize the sum (or the average) of the squares of all errors, i.e. the quantity 

𝑄 =
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In our example N=10 and Xi and Yi indicate the values of the data for each i=1,…,10. The meaning of Q is 

shown in the figure: Q is the average value of the area of the squares whose edge is the difference between 

the value Yi (little blue square) and the value of the line for X=Xi. 

 

This is why the method is known as “least squares method”. 

In an ideal case, if the line passed through all the given points exactly, the resulting value of Q would be 

zero. 

  



To be able to express Q, we must indicate the values mXi+q and the corresponding squared errors. 

Hence, aside of the column of the observed values Y, we insert a column of computed values. The values in 

this column are computed according to m and q, that are initially set to arbitrary values. 

 

In the next column we can now indicate the squared errors. 

 

 

 



Now we can compute Q as the average of the values in the last column.. This is the objective to be 

minimized. 

 

Now, modifying the values of the variables, i.e. the slope m and the intercept q, the spreadsheet 

automatically updates the value of the objective, that is Q. However, working by trial and error would be 

boring, time-consuming and would providea approximate results. The optimization problem we have 

formulated can be solved with the Solver add-in. It is included in Microsoft Excel and in LibreOffice, but not 

in OpenOffice. By default it is inactive; first of all it is necessary to search for it among the add-ins and to 

activate it. When the Solver is active, it is indicated by a blue icon in the “Data” tab. 

 

  



The Solver shows a window in which we can insert the model of the optimization problem we want to 

solve, specifying its variables, possibly its constraints and its objective. 

In our example there are no constraints, but only two variables, the slope  m and the intercept q, and an 

objective, the cell with Q. 

First of all, let us indicate the objective, clicking on the cell with the mean square error. 

 

Then we indicate the variable cells (by selecting them with the mouse). 

 

 

Finally we specify that the variables are not restricted to take on non-negative values and that the problem 

is non-linear (because the objective depends on the squares of the variables). 



 

Now, clicking on the “Solve” button, the Solver runs an optimization algorithm and provides the result. We 

accept it by clicking on “OK”. 

 

He solution computed by the Solver is better than the starting one (Q is smaller) and the values of slope 

and intercept correspond to those we had found using the predefined functions SLOPE() and INTERCEPT(). 

 

As a further check, we can compute the value of the standard error, which is the square root of the 

variance. The variance in turn is computed like the mean square error, but considering a number of points 

equal to N-2, i.e. 8 instead of 10 in our example. 



 

In this way we find the same value of the standard error given by the predefined function of the 

spreadsheet. 

 

  



Let us repeat the same analysis on a different data set. 

 

Following the same procedure as before, using the predefined functions, we get this model. 

 

The standard error turns out to be much larger than before and Pearson index is slightly smaller. This puts 

some doubts about the model. Visualizing the data in a scatter plot, we see that in this case they do not lie 

along a line. 



 

The data points are set along a curve. This suggests us to try to interpolate them with a parabola, instead of 

a line. The procedure is the same; also in this case we want to minimize the mean square error. However 

we cannot rely on predefined functions of the spreadsheet. We must explicitly represent variables and the 

objective and then we must use the Solver. The only substantial difference with the previous example is 

that  

 now the variables are the coefficients defining a parabola and hence they are three, not two; 

 the computed values are computed according to the equation of a parabola, instead of the 

equation of a line. 

The equation of a parabola is y = ax2 + bx + c. Therefore the variables are now the coefficients a, b and c. 

Furthermore the computed values are computed as aXi
2+bXi+c for each  i=1,…,N. 

As before we initially set the variables with arbitrary values and we define two columns with the computed 

values and the square errors. Then we compute the average value of the square errors (the cell in red). 

    

Now we can use the Solver, as before, indicating the three variable cells and the objective cell. 
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From the Solver we obtain the optimal solution. 

 

The values of a, b and c are the coefficients of the parabola that interpolates the data points in the best 

way.  



 

The standard error, that we can compute as before, turns out to be much smaller compared to the one 

obtained from a straight line (about 5 instead of about 46: almost one tenth). This confirms that the model 

based on a parabola is more precise than the model based on a line with these data; hence it is likely to 

provide more reliable forecasts. 

Predictions can be made as before: given a value for X, using the coefficients of the parabola we have 

found, we can compute the corresponding value for Y. 

 



Formulating an optimization problem and then solving it with a Solver, is a more general method with 

respect to the use of pre-defined formulae, not only when one uses a regression function different from a 

straight line, but also for other reasons: for instance, when we want to automatically identify outliers, i.e. 

data points that must be considered as exceptions and therefore must not be used to define the predictive 

model because they would harm it. 

Let us go back to the first data-set and let assume that a couple of Y data had been recorded incorrectly. 

                   

Obviously we assume not to know how many and which data are “wrong” (they can be easily detected 

from the scatter plot). 

Doing the regression analysis with the predefined functions of the spreadsheet, we get this solution. We 

note that the model is of bad quality and it does not allow for reliable forecasts: the Pearson index has a 

very small value and the standard error is large compared to the data (a 67 minutes error in forecasting the 

duration of an operation that takes about 200 minutes corresponds to a 33% error). 

     

Then we have recourse to the Solver, but we modify the model we used so far, inerting some additional 

variables. In particular, we want to express the decision of considering or neglecting each point. The 

neglected data points are labelled as outliers that “disturb” the analysis and the construction of a reliable 
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model. For this purpose we use a binary variable for each pair (Xi,Yi) of data and we indicate it with zi. 

Initially the values of all these variables are set arbitrarily to 0 or 1. 

If zi=1 the datum is used; if zi=0 the datum is considered as an outlier and neglected. When z=0, the outliers 

yield a null effect to eht computation of the mean square error (see lines 8, 9 and 10 in the figure). On the 

next column in the spreadsheet we report the square errors actually used to compute the objective. 

 

Now the objective to be optimized is till the mean square error but the average must be computed only on 

the meaningful termsm negleting those considered as outliers. Then we need to know how many data 

points are considered. For this it is enough to sum up the z variables. 

 

The mean square error to be minimized is now given by the sum of all square errors divided by the number 

of significant terms in the sum. 



 

As a last step we must decide the number of allowed outliers. Let us try first with one allowed outlier; 

therefore we impose to consider at least 9 of the 10 available data points. We insert this parameter in the 

spreadsheet. 

 

Now we can call the Solver and we can describe this new optimization problem. It has two continuous 

variables, slope and intercept, and ten binary variables z; its objective if the mean square error (cell G13) 

and there is a contraint on the minimum number of data points to consider (at least 9). 

We insert all these pieces of information in the Solver mask. Let us start with the objective. 



 

The, we indicate the variables (the two vectors are separated by a semicolon). 

 

Then, clicking on “Insert/Add” we can insert the constraint on the number of data points to be used. The 

constraint is expressed by a simple inequality: the content of cell F13 (number of data points used) must be 

greater than or equal to the content of cell F14 (minimum required number of data points). 



 

Besides this constraint, we must also specify that all z variables are binary. This requirement is inserted as a 

constraint. 

 

  



The complete model is the following. 

 

  



The Solver computes this optimal solution. 

 

The Solve has used the minimum number of data opints, i.e. 9, and it has identified as an outlier one of the 

two data points one of the two points affected by an error. Hwever, we are not satisfied with this model 

because the mean square error is relatively large. We can compute the standard error. In this example it 

must be computed dividing by 7, because 9 data points are used. 

 



The standard error is definitely bad (too large). Then we try again, allowing the Solver to neglect two 

outiers. So, we insert 8 instead of 9 in cell F14 and we solve the model again (the model remains the same: 

we must simply click the “Solve” button again). The solution we obtain is like this. 

 

Now the standard errori s very small: the model interpolates the data very well. We have got this result at 

the price of neglecting two data points, namely those for which the variable z has been set to 1 by the 

Solver. But they are just the two data that were affected by an error! The Solver identified them and , 

neglecting them, it could find a regression line that interpolates the remaining data very well. As expected, 

this line is quite similar to the regression line we had computed in the case with no errors in the data. 
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Now we have obtained a reliable model, we can use it to make predictions, as  we have already done 

before. 
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