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but may lead to a data sparseness problem.
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- bag-of-word approach: simple and language independent,
but may lead to a data sparseness problem.

- segmentation based upon a morphological analisys: very
refined, but introduces costs for any language used.
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- bag-of-word approach: simple and language independent,
but may lead to a data sparseness problem.

- segmentation based upon a morphological analisys: very
refined, but introduces costs for any language used.

A new approach Is based upon an optimal reduction of the suffix
tree of a training test.
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The suffix tree iIs then built;
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The suffix tree of this text is then built;
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Such a reduction is not sufficient, there are still too many suffixes.

In this work we have studied a further reduction of the suffix tree
that tries to keep only the important suffixes, those that describe
the training text in the best way.
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FIndY C Se X C O such that:
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FindY C Se X C O such that:
- the occurrences in X are occurrences of the strings in Y
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FindY C Se X C O such that:
- the occurrences in X are occurrences of the strings in Y

- the occurrences In X do not overlap (not even partially)
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- the set O of the occurrences of the strings over the text

FindY C Se X C O such that:
- the occurrences in X are occurrences of the strings in Y
- the occurrences In X do not overlap (not even partially)

The name given to that problem is TCSS, that stands for
Text Covering with Strings Subset.
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These objectives are in contrast, because to cover a larger portion
of text a larger number of strings Is needed.
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These objectives are in contrast, because to cover a larger portion
of text a larger number of strings Is needed.

For classification purposes the use of long strings is preferable to
that of short ones, so the cost coefficient used is the inverse of the
string length.

Sandro Bosio, Giovanni Righini “A combinatorial optimization problem arising from text classification” — pag. 6 di 25



() Y%

170 2850 8870
2200 | 55700 | 49000
9950 | 375000 | 218000

O @ > T

Sandro Bosio, Giovanni Righini “A combinatorial optimization problem arising from text classification” — pag. 7 di 25



Sandro Bosio, Giovanni Righini “A combinatorial optimization problem arising from text classification” — pag. 8 di 25




Sandro Bosio, Giovanni Righini “A combinatorial optimization problem arising from text classification” — pag. 8 di 25



2, ajry <1
i=1

Tj — Yuj) SO j=1...|0]
v {01} j=1...|0)
v €{0,1} i=1...|5]

Binary variables y\ for the strings.
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2, ajry <1
=1

Tj = Yu(j) S U
r; € 10,1}
Y1 < {97 1}

t=1...|W]

j=1...10]
j=1...10]
i=1...|9

Binary variables x for the occurrences.
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The objective 1 tries to maximize the number of covered
characters.
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2, atjry <1
=1
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The objective 2 tries to minimize the cost of the used strings.
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Zatjxj<1 t=1...|W|
j=1

Tj — Yuj) SO j=1+0|
v {01} j=1...|0)
v €{0,1} i=1...|9]

The two objectives are combined with a parameter .
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2. arjry <1
i
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Packing constraints.
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2, atjry <1
=1

rje {0y}  j=1...|0]
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Variable upper bound constraints.
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Zatjxj<1 t=1...|W|
S.1. € j€O0y
Tj € {O, 1} j € Oy

For the structure of the matrix |a;;|, this problem can be solved in
polynomial time.
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0 06 06 ©

Every character is a node. Number the nodes in the same order as
the characters.
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0 06 06 ©

Add one node as last node.
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Every occurrence is an arc, outgoing from the node correspondent
to Its first covered character and entering the node correspondent
to the character after the last covered character, and having as
weight the number of covered characters.
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Add one arc from every node the next one (except the last one).
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-

The solution of a Max Path Problem, from the node 1 to the node
[W |+ 1, corresponds to the maximum cover of the text.
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The solution of a Max Path Problem, from the node 1 to the node
[W | + 1, corresponds to the maximum cover of the text.

This graph is acyclic and directed and the optimal solution can be
found in polynomial time.
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- relaxation of variable upper bound constraints
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- relaxation of packing constraints

- relaxation of variable upper bound constraints

Both of them were used to compute dual bounds in a branch and
bound framework, solving in an approximate way the Lagrangean
dual with Subgradient Optimization.
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xj—yu(j)<0 j=1...
S.t. ij{O,l} j=1|0|
y; € {0,1} 1=1...

W]
For any choice of X\ the term )~ )\, Is constant, and this problem
=l
can be decomposed into |.S| problems.
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S.1.

Let c; be the coefficient of ;. Every problem is solved fixing:

1 if > Cp — Lc -
Y; = 7€0s(1)[c; >0
0 otherwise
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Let be £ = argmax;cy {¢: }. The tested branching strategies are:
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]:
Let be £ = argmax;cy {¢: }. The tested branching strategies are:

- on characters. Generate ¢, + 1 nodes; innoder =1,... k
fix v, < 1, and in node ¢;. + 1 fix to 0 all occurrences in V.
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j=1
Let be £ = argmax;cy {¢: }. The tested branching strategies are:

- on characters. Generate ¢, + 1 nodes; innoder =1,... k
fix v, < 1, and in node ¢;. + 1 fix to 0 all occurrences in V.

- on occurences. Select 7 = arg max;cy, {c;}. Generate two
nodes, fixing respectively z; = 1 and z; = 0.
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j=1
Let be £ = argmax;cy {¢: }. The tested branching strategies are:

- on characters. Generate ¢, + 1 nodes; innoder =1,... k
fix v, < 1, and in node ¢;. + 1 fix to 0 all occurrences in V.

- on occurences. Select 7 = arg max;cy, {c;}. Generate two
nodes, fixing respectively z; = 1 and z; = 0.

- on strings. Select the string 7 = «(7) and generate two nodes
fixing respectively y; = 1 and y; = 0.
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ZCLtjCEj<1 t=1...|W|
e

s.t. ,
r;€{0,1} j=1...10]

y; € {0,1} i=1...|9]

that can be decomposed into two independent problems:
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ZCLtjivj<1 t:1...|W|
e

S.L
V2, € (0.1} j—1...10)

\yi €10,1} i=1...|9]

that can be decomposed into two independent problems:
- LR2y is a trivial problem
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(0]
Zatjxj<1 t=1...|W|
i=1

S.L
Yz, {01} j=1...|0

\yi €10,1} i=1...|9]

that can be decomposed into two independent problems:
- LR2y is a trivial problem

- LR2x 1s an MPP instance whose coefficients depend on p
values
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to 0 and zrr2 () Would decrease by o, = ali — p;

JjeV (i)
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to 0 and zp go(2) would decrease by o = > (al; — p;)
JeV(9)
- 1T 1y, would be fixed to 1 then the string should be paid and

zr.r2(pr) would decrease by o7 = 1% — >~ (1)
j€05(1)

Sandro Bosio, Giovanni Righini “A combinatorial optimization problem arising from text classification” — pag. 17 di 25



,i vyUulIluU UC

to 0 and zp go(2) would decrease by o = > (al; — p;)
JeV(9)
- 1T 1y, would be fixed to 1 then the string should be paid and
zr.r2(pr) would decrease by o7 = 1% — >~ (1)
J€O0s(7)
The branching variable is the one that maximizes the minimum
decrement of 27 5, (1)

i = argmax {min {0}, 01} }
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one way IS 10 evaluate the costs Of Strings and occurrences and TiX:

1 i Y alar > 1Y
J€0s (1)
0 otherwise, fixing to 0 also the occurrences

Yi
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One way Is to evaluate the costs of strings and occurrences and fix:

1ot > alia) > (1l_ia)
J€0s (1)
0 otherwise, fixing to 0 also the occurrences

Yi

A more sophisticated heuristic consists of solving an MPP
problem on a graph containing only the arcs corresponding to the
occurrences of the strings such that ¢ = 1.
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Lagrangean Relaxation (class B instance)
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- best improve. Find n* = arg max z(n).
neEN (st)
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- best improve. Find n* = arg max z(n).
neEN (st)

- first improve. Select n; € N(s;). If not improving select
another neighbor n;. ;.
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- best improve. Find n* = arg max z(n).
neEN (st)

- first improve. Select n; € N(s;). If not improving select
another neighbor n;. ;.

- hybrid strategies. Find nf = arg  max z(n).
TLENi(St)gN(St)

If not improving consider another subset N;;1 C N(s;).
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- Neighborhood. N (s) is the set of solutions that differ from s
by the value of exactly one variable.
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correspondent MPP problem over these values.

- Neighborhood. N(s) Is the set of solutions that differ from s
by the value of exactly one variable.

- Subneighborhoods. |N(s)| = |S| and the evaluation is heavy,
so the search strategy Is a hybrid one. N(s) Is explored by
sets of NBR elements in two ways:

- by a ciclyc predefined order.
- extracting NBR elements randomly.
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correspondent MPP problem over these values.

- Neighborhood. N(s) Is the set of solutions that differ from s
by the value of exactly one variable.

- Subneighborhoods. |N(s)| = |S| and the evaluation is heavy,
so the search strategy Is a hybrid one. N(s) Is explored by
sets of NBR elements in two ways:

- by a ciclyc predefined order.

- extracting NBR elements randomly.

- Starting solution. The starting solution is y;°* =1 V.

Also an Initialization to zero and a random initialization have
been tested.
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- ¢; be the benchmark solution at time ¢

JU C1C cUu UV C 9
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- ¢; be the benchmark solution at time ¢
If 2(n) + k > z(c;) then sy 1 := n.
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- n be elghbor selected by the chosen strategy
- ¢; be the benchmark solution at time ¢
If 2(n) + k > z(c;) then sy 1 := n.

At _ (1-q)
The threshold value at iteration ¢ Is set to k; = 5 ~rdv ]
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- n be the neighbor selected by the chosen strategy
- ¢; be the benchmark solution at time ¢
If 2(n) + k > z(c;) then sy 1 := n.

(1-a)
1+t div |S]

The threshold value at iteration ¢ 1s set to k; =

Two versions of the acceptance test have been tested:
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- n be the neighbor selected by the chosen strategy
- ¢; be the benchmark solution at time ¢
If 2(n) + k > z(c;) then sy 1 := n.

(1-a)
1+t div |S]

The threshold value at iteration ¢ 1s set to k; =

Two versions of the acceptance test have been tested:
- compare n with the current solution (c; = s¢).
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- n be the neighbor selected by the chosen strategy
- ¢; be the benchmark solution at time ¢
If 2(n) + k: > z(ct) then seyq == n.

(1-a)

The threshold value at iteration ¢ 1s set to k; = T+ div [S]

Two versions of the acceptance test have been tested:
- compare n with the current solution (c; = s¢).
- compare n with the best solution found (¢; = mgic(sT)).
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These two parameters have been made input dependent:

— La T — IS In(0.5)
o L1n(0.01)
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DOHTNC cuuie Used t = Lstart * \{ cool cool 1)

These two parameters have been made input dependent:

e In(0.5)
Ts art — Tcoo =
tart l \/Lln(o.01)

When the selected neighbor is not accepted the subneighborhood
enlarges itself. In that way every time the test is made against the
most probable neighbor.
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Simulated Annealing (class B input)
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Simulated Annealing, growing over NBR (class B input)
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Comparison over a class B istance

Lagrangean
— CPLEX

— Simulated Annealing
— Threshold Accepting
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20500.0
20400.0
20300.0
20200.0
20100.0
20000.0

Comparison over a class C istance
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Lagrangean
— CPLEX

— Simulated Annealing
— Treshold Accepting
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20500.0
20400.0
20300.0
20200.0
20100.0
20000.0

Comparison over a class C istance

Sandro Bosio, Giovanni Righini

Lagrangean
— Lagrangean + Local Search
— CPLEX

— Simulated Annealing

— Treshold Accepting
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