An efficient method to detect facial fiducial points for face recognition
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Abstract

In this paper a completely automatic face recognition
system is presented. It consists of two main modules: in
the first, the facial fiducial points are localized, and in the
second the face is characterized applying a bank of Ga-
bor filters in correspondence to the found fiducial points.
This method is an evolution of the one we have presented
in [2]: the fiducial point estimation is more efficient and
self-correcting, and the face characterization modified.

1. Introduction

Human face recognition has been largely investigated
for the last two decades [9]; in this period many face
recognition techniques (FRTs) have been proposed [7, 4,
8] and most of them cannot leave apart from localizing the
facial features and/or the corresponding fiducial points,
determining the feature localization manually.

In [2] we have already presented a FRT, which lo-
calizes automatically 16 fiducial points: the eyebrow and
chin vertices, the nose tip, the eye and lip corners and up-
per and lower middle points. Here we improve the method
making the fiducial point estimation more efficient, intro-
ducing a module for the self-evaluation of eventual errors
in the feature description, and modifying the face char-
acterization. These changes have led to a considerable
improvement of both the feature description and of the
recognition results.

Each image is characterized applying a bank of Gabor
filters in correspondence to each fiducial point.

Our system builds three galleries, each one contain-
ing one image per person in frontal, right and left rotated
pose respectively, observing that the recognition is more
robust when the angular disparity between the gallery im-
ages and the test ones is at most of 15° [3].

Given a test image, the system computes its face char-
acterization, selects the reference gallery, GG, on the basis

of the pose estimated for the test image, and maximizes a
suitably defined similarity function (section 5.2). We have
experimented the whole system on 750 images (all those
of people without glasses) taken from the XM2VTS [1],
and ours, the UniMiDb database, containing 400 images.

2. Feature localization

The first step consists in detecting the face in the im-
age and localizing the corresponding facial features (eyes,
nose, mouth, and chin). In [2, 5] we have proposed a scale-
independent method that deals with images acquired with
uniform, frontal and diffuse illumination, with head rota-
tion around the vertical axis up to 45°, and lateral tilt of
about 10°; moreover it is assumed that the mouth is closed
and the eyes are opened and without glasses.

We have experimented this method on 1150 color im-
ages, reporting correct localization of all the features in
the 95% of the cases. Only in the 1.1% of the images both
eyes are incorrectly localized making all the other feature
localization fail.

We observe this module allows us to estimate the face
scale, and to normalize the corresponding image to about
(230 x 300) pixels, which is a size compatible with the
dimensions of the filters used in the following steps.

3. Feature description

Given the feature sub-images, we process each of them
separately, with the aim of extracting the most character-
istic fiducial points. In [2] we have presented a method to
determine robustly and efficiently the fiducial points asso-
ciated to the eyebrows, the nose and the chin; regarding
the eyes and the mouth we adopted the deformable tem-
plate technique which estimates the whole feature con-
tour, but which is computationally very expensive. Here
we propose an efficient alternative for the eyes, while for
the mouth we consider the mouth corners used for the



template initialization and we derive the upper and lower
middle points as a function of them.

Given the eye sub-image, we apply the Gaussian first
derivatives basis filters with standard deviation o = 1 and
considering 8 directions (§ = jx /8,5 = 0, ...,7). The re-
sulting 8 images I; are then thresholded putting to 1 the
n% of the pixels with the highest values; n is set to 15
for the images I; with j = 3,4, 5 (that is the ones cor-
responding to the horizontal borders), and to 30 in the
other cases; this is done since the horizontal borders are
stronger than the others, and applying a more selective
threshold to them allows to balance the contribution in all
the directions. The obtained binary images are then com-
bined determining the border image B which always rep-
resents the eye, although also other components might be
included (such as the eyebrow or the hair).

Subsequently, we calculate the vertical and horizontal
projections of B and we extract the portion .S of image
corresponding to the largest intervals different from O in
both projections. S represents almost exclusively the eye,
which can be identified selecting the largest connected
region r; finally we dilate r with a structuring element
(3 x 3), so that eventual closed but disconnected regions
are joint to r. The dilated region d corresponds with high
reliability to the eye, whose fiducial points can be eas-
ily determined taking the upper, lower, left and right ex-
tremes of d.

This method has been tested on 2500 eye sub-images
automatically extracted, detecting in all the cases the eye
region, and giving the correct fiducial points in the 98%
of the cases, thus improving the results obtained with de-
formable template; in the remaining 2% of the images at
least one fiducial point has been wrongly determined.

4. Scale estimation and error correction

The fiducial point estimation gives good results, al-
though it can be further improved: it happens very sel-
dom that, given a face image, all its features are wrongly
localized or described, thus if we manage to recognize au-
tomatically which fiducial points have been wrongly de-
termined, we can try to recover them on the basis of the
positions and dimensions of the reliable features. In case
of a second failure, the wrong fiducial points will be dis-
carded for the recognition.

In this section we present a module which detects the
eventual errors and tries to deal with them. To this aim a
first fundamental step is a more precise scale estimation of
the face image which can be done calculating the area of
the triangle 7" defined by the nose tip, IV, and the two ex-
ternal eye corners, E;,; and E4,. In order to reduce all the

face images to almost a common size, we scale them so
that the triangle area is of 2000 pixels. We observe that the
triangle T is used also to estimate the head pose in order
to compare the face image with the proper gallery consti-
tuted by either frontal, left or right rotated faces. The pose
is determined on the base of the ratio r = NEy, /N E,.

4.1. Error detection

In order to estimate both the typical feature dimensions
and their relative positions (figure 1), we have considered
200 normalized images whose features had been correctly
localized and the fiducial points well determined. On the
basis of this information, we have derived the rules that
follow to discard the unreliable fiducial points.

Measure T
Mouth Area | 940 | 91
Lye Area 296 | 28
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Figure 1. (a) Distances considered for the
fiducial point selection; (b) Means () and
variances (o) of the considered measures.

We organize the rule description according to the ex-
amined feature:

1. Eye: eliminate it if its area is not in the range
(1(Eye Area) £2 - o(Eye Area)) or if the ratio between its
height and width is greater than 0.7.

If the two eyes are unaligned (Y > 7) then eliminate
the one whose distance from the mouth (C or D) is further
from the corresponding mean value.

If the two eyes are too close to each other (X < u(X)—
2 - (X)) maintain the one further from the vertical axis
passing through the mouth centroid.

2. Mouth: eliminate it if its area is not in the range
(p(Mouth Area) & 2 - o(Mouth Area)) or if its mid-point
abscissa is not within the ones of the two eye mid-points.

3. Eyebrow, Nose and Chin: in case both eyes have
been eliminated, eliminate the two eyebrows too. In case
the corresponding eye has already been eliminated, com-
pare the eyebrow with the other one, and maintain it only
if they are aligned.



Eliminate the eyebrow fiducial point if it is either too
distant from the centroid of the corresponding eye (A >
WA)+ 2-0(A)) or too unaligned (its abscissa is not within
the eye corners).

Eliminate the nose or the chin fiducial points if their
abscissae are not within the mouth corners.

4. Whole images: discard the whole image if the
mouth and at least one eye have been eliminated.

The thresholds used in the described rules have been
chosen so that no correct fiducial point is rejected.

In order to recover the discarded fiducial points, we
search for them once more, exploiting both the gathered
information on the reliable fiducial points, and the a pri-
ori knowledge on the feature relative positions and dimen-
sions. For example, in case one eye has been discarded, we
determine its rough position on the base of the mouth and
the other eye positions.

This module, applied to all the outputs obtained on the
XM2VTS and UniMiDb databases (1150 images), has al-
lowed to reduce the discarded fiducial points, see table 1.

| Kind of Error | % Detected | % Unsolved |
Whole Image 1.1% 0.7%
Two Eyes 0.8% 0.1%
One Eye 5.1% 0.5%
Mouth 4.3% 1.2%
Eyebrows, Nose, Chin 7.7% 5.2%

| No Error | 81.0% | 92.3% |

Table 1. Percentage of detected errors be-
fore and after the corrections.

5. Face recognition

5.1. Inference of additional fiducial points

Given the reliable fiducial points, we infer from them
additional ones, in order to gather more information for
the recognition. In particular we are interested in explor-
ing the regions in correspondence to the mean point be-
tween the eyes and the nose lateral extremes [Fig. 2].

In case of rotated faces, only one nose extreme is vis-
ible. Thus, on the basis on the estimated pose, we decide
whether to consider both the nose lateral extremes or only
one.

5.2. Face characterization

Once the fiducial points have been extracted, the pose
determined, and the face rescaled, we proceed character-
izing each fiducial point in terms of the surrounding gray

Figure 2. The dark points are inferred by in-
tersection of straight lines through the ex-
tracted fiducial points.

level portion of image. Following the idea of Wiskott [8],
a Jet of 40 coefficients is assigned to each fiducial point,
convolving the portion of gray image around the point
with the following bank of 40 Gabor kernels (we con-
sider 5 frequencies and 8 orientations):

k3 k2 - 52
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Given a test image 7', we look for “the closest” image
in the gallery G proceeding as follows:

e for each fiducial point ¢, and for each image k£ € G,
compute the similarity between corresponding Jets:

5, JTk
VLT Y (2

Sk,i _ S(JT,Z" Jk:,i) _

where z = 0, ..., 39.

e for each 7, order the values {S***}, and assign to each
a weight w*? as a function of its ordered position p.
The weight w*? = f(p) is determined as:

f(p) =c-[In(z +y) — In(z + p)],

G _1 . .
where y = ‘4—|, r = e~ 2, and cis a normalization

factor.

e for each gallery image k, consider the set, Bestl0,
of the 10 fiducial points which have got the highest
weights, and determine the score:

Z wk,isk,i.
icBest10

The face represented in 7" is recognized as the one
in the image k with the highest score.

Score(k) =



This technique gives better results than the computa-
tion of the average over all the similarities [5], since it al-
lows to discard wrong matches on single points.

5.3. Experimental results

We report here the experiments carried out on the
UniMiDb database and on the subset of the XM2VTS
database consisting of all the 750 images of people with-
out glasses.

In the first experiment we consider frontal images only,
taking into account all the XM2VTS images and the
frontal ones of the UniMiDb. We refer to a 236-subject
gallery (50 of the UniMiDb and 186 of the XM2VTS re-
spectively), constructed choosing among the images of a
subject the one with the most neutral expression. More-
over, we have constructed different test sets referring to
the images not used for the gallery construction: T1 con-
tains all the remaining UniMiDb images, while T2, T3 and
T4 cluster the XM2VTS images so that each test set con-
tains at most one image per subject and grouping the im-
ages on the basis of the face expression (T2 contains the
face with the most neutral expression, while T4 contains
the images representing the less neutral faces). The ob-
tained results are reported in the following table.

| Test Set | % First rank | % First 5 ranks |

Tl 96 96
T2 98 100
T3 97 99
T4 93 97

This experiment shows the system is quite sensitive to
feature appearance variations, such as smiling mouth or
turned eyes (test set T4) which is the main limit of lo-
cal filter approaches. In order to test the system robust-
ness to head rotations, we have carried out another exper-
iment, referring to the UniMiDb which consists of both
frontal and rotated faces; according to the head pose, we
construct three galleries of 50 people each. This is auto-
matically done: given all the images of a subject, we clus-
ter them according to the head pose, and we select for each
pose the image with the highest number of reliable fidu-
cial points (which will be used as gallery image) and the
second best image (which will be used as test image). We
obtain three 50-subject galleries and 150 test images; the
recognition experiment has given the 96% of hits and the
98% of correct matches among the first five candidates.

6. Discussion

We have presented a completely automatic system able
to recognize a face image against a closed gallery. The
method has shown to be efficient, robust to head rota-
tions, while it is quite sensitive to face expression vari-
ations which make the feature appearance change greatly.
It is based on a module for the feature extraction and de-
scription, which is self-correcting, and determines with
high reliability (table 1) the correct fiducial points. This
module can be very useful for appearance-based method
too, to automate the face description and morphing.

A direct comparison of our system with others can-
not be done: most of the face recognition techniques
presented in the literature work on gray level images,
showing their experimental results on gray level image
databases such as the FERET. However, comparing the
percentage of recognition, we can conclude that our sys-
tem performances are similar to the ones reported by
well known approaches such as the Elastic Bunch Graph
Matching [8], the PCA [6], or LDA [9], but our method
is completely automatic, robust to head rotations and to
scale variations, and, being local-based, it can be extended
to deal with partial occlusions.
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