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Abstract 
The  assessment   of  the   reliability  of  clusters   discovered  in bio-molecular  data  is  a 
central issue  in  several  bioinformatics problems,   ranging  from   the  definition   of  new 
taxonomies  of malignancies  based  on  bio-molecular  data,  to  the  validation  of clusters of 
co-regulated or co-expressed  genes, or the  discovery of functional relationships from 
protein-protein interaction data. 
Recently, several methods based on  the concept of stability have been proposed  to estimate  
the  reliability and  the  "optimal" number  of clusters.   In  this  conceptual  framework 
multiple  clusterings  are obtained by  introducing perturbations into  the original data,  and a 
clustering is  considered reliable  if it is  approximately maintained across  multiple 
perturbations.   Different  procedures   have  been introduced to  randomly perturb  the data, 
ranging  from bootstrapping techniques,  to noise injection  into the  data or  random 
projections into lower dimensional subspaces. 
Usually, stability-based methods provide only  a score or a measure of the reliability of the  
discovered clusters, without any assessment of the  statistical significance  of the  clustering  
solutions; moreover they  are  not  able  to  directly detect  multiple  structures  (e.g. 
hierarchical structures) simultaneously present in the data.  Recently we   proposed    a   chi 
squared-based   statistical    test   and   a distribution-free  test based on  the classical  
Bernstein inequality, showing that  stability-based methods  can be successfully  applied to 
the  assessment of  the  reliability  of clusterings,  as  well as  to discover multiple structures 
underlying complex bio-molecular data. 
 
Introduction 
 
Several tasks related to the analysis of bio-molecular data require the development and 
application of unsupervised clustering techniques [1,2]. Unfortunately, clustering algorithms 
may find structure in the data, even when no structure is present instead. Moreover, even if 
we choose an appropriate clustering algorithm for the given data, we need to assess the 
reliability of the discovered clusters, and to solve the model order selection problem, that is 
the proper selection of the "natural" number of clusters underlying the data [3,4]. From a 
machine learning standpoint, this is an intrinsically "ill-posed" problem, since in unsupervised 
learning we lack an external objective criterion. From a biological standpoint, in many cases 
we have no sufficient biological knowledge to "a priori" evaluate both the number of clusters 
(e.g. the number of biologically distinct tumor classes), as well as the validity of the 
discovered clusters (e.g. the reliability of new discovered tumor classes) [5]. 
Recently, several methods based on the concept of stability have been proposed to estimate 
the "optimal" number of clusters [3,6]: multiple clusterings are obtained by introducing 
perturbations into the original data, and a clustering is considered reliable if it is 
approximately maintained across multiple perturbations. Different procedures may be applied 



to randomly perturb the data, ranging from bootstrapping techniques, to noise injection into 
the data  or random projections into lower dimensional subspaces [7,8]. 
Stability indices, obtained from the distribution of the similarities computed between multiple 
perturbed clusterings, are usually applied to quantitatively estimate the reliability of the 
clusterings, and statistical tests have been proposed to assess the significance of clustering 
solutions [3,6,7,8,9]. In this contribution we briefly review the characteristics of stability 
based methods and two statitistical tests recently proposed to assess the significance of 
clustering solutions and to discover multiple structures underlying high-dimensional bio-
molecular data. 

Stability based methods 

In this conceptual framework multiple clusterings are obtained by introducing perturbations 
into the original data, and a clustering is considered reliable if it is ‘stable’, that is if it is 
approximately maintained across multiple perturbations. The main logical steps of a high-
level algorithm for a stability-based evaluation of clustering solutions may be summarized as 
follows:  

1. Perform multiple random perturbations of the data.  

2. Supply the perturbed data to a given clustering algorithm.  

3. Apply a given clustering similarity measure to multiple pairs of k-clusterings obtained 
according to steps (1) and (2).  

4. Use appropriate stability indices, based on the similarity measures applied at step (3), 
to score the reliability of a given k-clustering.  

5. Repeat steps (1) to (4) for different numbers k of clusters and elect the most stable 
clustering(s) as the most reliable.  

Random perturbations (step 1) may be realized through random noise injection into the data 
[7] or by subsampling techniques, or random projections into lower dimensional subspaces 
[3,9]. The similarity between clusterings (step 3) can be estimated by means of classical 
measures (e.g. the Jaccard index) [10]. The stability indices for model order selection 
proposed in the literature (step 4) can be schematically divided into ones that use statistics of 
the similarity measures [7,8,9] and others that exploit their overall distribution [3]. The last 
step is usually approached by choosing the best scored clustering (according to the chosen 
stability index), but a major problem is represented by the estimate of the statistical 
significance of the discovered solutions. 

Statistical tests to assess the significance of clusters discovered in bio-molecular data 

In [3] a χ2-based test has been proposed to assess the significance of clustering solutions and 
to discover multiple structures in bio-molecular data. Here for structure we mean a k-
clustering, that is a clustering composed by k clusters. By this method we can test the 
following hypotheses: 

Null hypothesis (Ho): all the the considered set of k-clustering are equally reliable. 
Alternative hypothesis (Ha): the considered set of k-clustering are not equally reliable. 

An iterative procedure that exploits the ordering of the stability indices to detect the 
significant number(s) of clusterings is proposed: 



1. Consider the ordered vector  (from the most to the least reliable)   
of the stability indices 

2. Repeat the  χ2-based test until no significant difference is detected or the only remaining 
clustering is p(1)  (the top-ranked one). At each iteration, if a significant difference is 
detected, remove the bottom-ranked clustering from  ξ.  

Output: set of the remaining (top sorted) k-clusterings that correspond to the set of the 
estimate reliable  number of clusters (at  α significance level).  
For more details, please see [3].  

This statistical test presents two main drawbacks: a) a priori assumptions about the 
distribution of the similarity values needed to estimate the reliability of the obtained 
clusterings b) test results depend on the choice of user-defined parameters.  

To overcome these problems, an alternative approach based on the classical Bernstein 
inequality [11] have been recently proposed [12]. Indeed by this method no assumptions 
about the distribution of the similarity values are made, and no requirements of any user-
defined additional parameters are needed, thus assuring a reliable application to a large range 
of bioinformatics problems. 

An experimental comparison of the χ2 and Bernstein-based test for the discovery of 
multiple structures in gene expression data 

To show the effectiveness of the proposed methods we apply them to the analysis of the 
Leukemia DNA microarray data set [13]. This gene expression data set is composed by a 
group of 25 acute myeloid leukemia (AML) samples and another group of 47 acute 
lymphoblastic leukemia (ALL) samples, that can be subdivided into 38 B-Cell and 9 T-Cell 
subgroups, resulting in a two-level hierarchical structure. 

 

Figure 1: K-means clustering: log p-values computed for χ2-based and Bernstein-based 
statistical tests. Ordinate: log p-value; abscissa: number of clusters sorted according the 
computed stability indices. 
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Results are summarized in Figure 1: a straight horizontal dashed line represents a significance 
level : k-clusterings above the dashed line are significant, that is their reliability 
significantly differ from the k-clusterings below the dashed horizontal line. Note that both 
tests consider 2 and 3 clusterings significantly more reliable than the others, according to the 
biological characteristics of the data; Berstein ind. assumes independence between the random 
variables that represent the stability indices. 
Nevertheless, the  Bernstein test, due to its more general assumptions  is less selective (in the 
sense that it may consider reliable a larger number of k-clusterings) than the χ2-based test that 
make assumptions about the distribution of the similarity values. This is confirmed by the fact 
that Bernstein p-values decrease more slowly with respect to the χ2 test, thus resulting in a 
better sensitivity to multiple structures present in the data. The main drawback of this 
behaviour is the larger probability of false positives.  

Conclusions 

We briefly presented stability based methods to estimate the reliability of clusterings 
discovered in bio-molecular data. These methods, if jointly used with statistical tests 
specifically designed to discover multiple structures (i.e. k-clusterings), can be successfully 
applied to assess the statistical significance of clusterings in complex bio-molecular data. 
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