The following TSP material is downloaded from http://rodin.wustl.edu/~kevin/dissert/node1.html
The Traveling Salesman Problem

This section introduces the traveling salesman problem (TSP). It begins by developing two formulations of the symmetric case: the original formulation by Dantzig, Fulkerson and Johnson (DFJ) (1954) and the Miller, Tucker, and Zemlin (MTZ) (1960) formulation. The formulations are different in two ways. The polyhedral structure of the DFJ model is better understood resulting in better solution algorithms. the efficiency of facet generation algorithms. On the other hand , the MTZ model has additional variables allowing it express a greater variety of objective functions and side constraints. 

Basic Problem Statement

Given a graph [image: image1.png]G



, the edge set [image: image2.png]


is a traveling salesman tour if it is a simple cycle of length |V| in G. In the context of the TSP, tours are Hamiltonian cycles. However in some variations on the problem, the definition of tour is altered. In this section, a tour is a traveling salesman tour. A cycle of length k<n in G is called a subtour. A tour T is sometimes denoted as a cyclic permutation [image: image3.png]CLA



of the nodes of V. [image: image4.png]


will denote the set of all TSP tours in G. 

The number of feasible TSP tours on [image: image5.png]


is [image: image6.png]z(n —1)



. This computation is rather simple since a tour is a permutation of the n vertices. However, the number of different permutations, [image: image7.png]


, is reduced by a factor of [image: image8.png]


because direction and first vertex are arbitrary. 

The Dantzig--Fulkerson--Johnson Formulation

The original TSP formulation as an integer program is attributed to Dantzig et al. (1954) in which the problem is formulated as a zero-one linear program by associating with each edge e a binary variable [image: image9.png]


. The only possible objective function in this formulation is to minimize a weighted sum of the edge variables. If the weights represent the cost of traveling along an edge, the objective has the physical meaning of minimizing total tour length. 
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The integer program consists of [image: image11.png]n(n— 1)



variables and [image: image12.png]i



constraints. The degree equations (2.4) require the degree of each vertex to be 2 and the subtour elimination constraints (2.5) require feasible solutions to be biconnected. 

This formulation has been of continued interest since its conception because of its clean formulation in terms of only edge variables. Other integer and mixed integer programs have been proposed based on variations of this formulation (for an extensive list, see Langevin et al. 1990). But the DFJ formulation has been shown to be stronger than other formulations in the sense that its linear relaxation is properly contained in the linear relaxation of some other formulations (Padberg & Sung 1991). This means solution procedures for the TSP based on linear relaxations of integer programs should perform better using the DFJ formulation than other equivalent formulations. 

Miller--Tucker--Zemlin Formulation

An alternate linear formulation reduced the number of subtour elimination constraints at the expense of additional real variables (Miller et al. 1960). Except for the arbitrarily chosen first vertex, the depot, associate with each vertex i a real variable, [image: image13.png]


which represents i's (relative) position on the tour. The [image: image14.png]


are referred to as sequencing variables. 
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The meaning of the sequencing variables depends on the values of the fixed constants [image: image16.png]


and [image: image17.png]


. For example, when [image: image18.png]


and [image: image19.png]


, the [image: image20.png]


represent the position of vertex i on the tour. However, if [image: image21.png]


and [image: image22.png]


, where Q is the capacity of the vehicle and [image: image23.png]


is the space required by the [image: image24.png]


customer, the [image: image25.png]


can be used to enforce a vehicle capacity constraint. Further interpretations of the sequencing variables in (2.10) can be found in Desrochers & Laprote (1991) and Kulkarni & Bhave (1985). 

This model is in [image: image26.png]n(n— 1)



binary variables and n continuous variables but only has [image: image27.png]


constraints. The x variables in this model have the same meaning as those in the DFJ formulation but could be considered under utilized. In contrast to the DFJ formulation, the edge variables are not used to eliminate subtours. The elimination of subtours from the feasible set is attained by the introduction of the sequencing variables [image: image28.png]


. 

The introduction of the [image: image29.png]


allows for more general objective functions. For example, if a particular customer, say 1, should be visited as soon as possible the term [image: image30.png]R U



could be added to the objective to force [image: image31.png]w1



to be small. In addition, the [image: image32.png]


's can be used to formulate time window constraints, vehicle capacity and vehicle range constraints, giving the model considerable flexibility not available in the DFJ formulation. 

Unfortunately, this formulation is considerably weaker than the DFJ formulation. Padberg & Sung (1991) demonstrate that if the [image: image33.png]


were projected out of the continuous relaxation of this formulation, it properly contains the relaxation of the DFJ formulation. However, this result does not eliminate the possibility of solving the MTZ formulation directly. The subtour elimination constraints (2.10) can be strengthened by lifting additional arcs (Desrochers & Laprote 1991). This stronger formulation can be solved by traditional integer programming techniques including cutting plane and branch and bound algorithms. 

The Traveling Salesman Polyhedron

For any [image: image34.png]H e X(K,)



, define a characteristic function [image: image35.png]zg: & o R



by 
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Most often, [image: image37.png]L H



will be viewed as a vector in [image: image38.png]


but will sometimes be referred to as a tour. 

The traveling salesman polyhedron is the convex hull of the characteristic vectors of all tours in G. 

[image: image39.png]TSP(G) = conv{zg € R* | H e K(}




TSP(G) is the convex hull of a finite set and is always bounded. By the definition of the characteristic vector, TSP(G) is bounded by the unit cube. 

In an arbitrary graph, it is just as difficult to determine if [image: image40.png]


is nonempty as it is to find the shortest tour (Papadimitriou 1994). By assuming the graph G is a complete graph, [image: image41.png]


is trivially nonempty, but solving the TSP is still difficult. For this reason, the graph G is usually assumed complete. Solving practical problems requires the graph to be completed with the cost of the added edges equal to the cost of the shortest path between the two vertices in the original graph. This assumption is somewhat artificial and in the development of the graphical relaxation, has been removed. 

Additional simplifying notation is used quite often. If [image: image42.png]ECk



, 
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and similarly, if [image: image44.png]
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Theorem 7 in Grötschel & Padberg (1985). The dimension of TSP([image: image46.png]


) is 

[image: image47.png]



for all [image: image48.png]


. 

The first proof, presented in Grötschel & Padberg (1979a), is a construction of [image: image49.png]dy, + 1



affinely independent tours in TSP([image: image50.png]


) which shows [image: image51.png]dm(T5P(K,)) = d,



. The reverse inequality is much easier. Rewrite the degree equations (2.4) as Ax=2. Since 

[image: image52.png]TSP(K,)c {z e R"® | Az =2}




and A, the incidence matrix of [image: image53.png]


, has rank |V|, it follows that [image: image54.png]Am(TSP(Kn)) < [B] = V]



. This theorem can also be proven by showing that every hyperplane containing TSP([image: image55.png]


) is a linear combination of the degree equations. In Maurras (1975), this approach is used directly, whereas in Naddef & Rinaldi (1992b), the theorem is a simple corollary of the representation theorem for the graphical relaxation. 

TSP([image: image56.png]


) is not full dimensional because it is embedded in [image: image57.png]


, a space with dimension |E|. This characteristic has important consequences regarding the facial structure because each facet has defining inequalities which are not scalar multiples of each other. An important part of analysis for a new class of facial constraints is showing it is not simply a reformulation of another previously known class. 

This problem is eliminated with the tight triangular form of constraints (Naddef & Rinaldi 1992b) which will be discussed in conjunction with the graphical relaxation in the next section. 

Facets of TSP Polytope

There is a canonical representation of inequalities which are facet-defining for TSP([image: image58.png]


) . Every facet of TSP([image: image59.png]


) is a configuration inequality (Naddef & Rinaldi 1991). 

A configuration [image: image60.png]


on G is the pair [image: image61.png]


where [image: image62.png]B=15;,..., Bp}



is a partition of V, and c is a real valued function defined on [image: image63.png]BxD



, satisfying 

1. For every [image: image64.png]


, either [image: image65.png]


, or [image: image66.png]


is connected. 

2. c is symmetric, [image: image67.png]o(By, B;) = c( By, By)




3. For every pair [image: image68.png]B, 8; €D



, 
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[image: image70.png]e



is the configuration graph defined by [image: image71.png]


(see Section 2.1). The configuration inequality defined by [image: image72.png]


on G is [image: image73.png]- CeTe 2 ©0



where 
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and [image: image75.png]


is the length of the shortest tour in [image: image76.png]e



where the cost of each edge [image: image77.png](Bi, B;) € B



is [image: image78.png]<(B;, Bj)



. 


Corollary 4.2 of Naddef & Rinaldi (1991). Every facet-inducing inequality of TSP([image: image79.png]


) , except the nonnegativity constraints, can be written as a configuration inequality. 

Configuration inequalities are defined on graphs more general than [image: image80.png]


and this result is valid for the graphical relaxation as well (Naddef & Rinaldi 1991). 

One other form of constraint is used considerably. If [image: image81.png]¥




are collections of vertices, not necessarily a partition of V, a valid inequality for TSP([image: image82.png]


) is in closed form (Naddef & Rinaldi 1991) if it is written as 
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where [image: image84.png]


is a constant depending on the [image: image85.png]


's and [image: image86.png]


's. A simple manipulation using the degree equations (2.4) shows this is equivalent to 
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Using this, the subtour elimination constraints 
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When an inequality is written in closed form, any of the sets [image: image89.png]


can be replaced with its compliment [image: image90.png]


without changing the inequality. This is clear when the inequality is written as in (2.22) and noticing [image: image91.png]


. 

As a consequence of the above corollary, any facet of TSP([image: image92.png]


) written in closed form has an equivalent configuration inequality. The construction described in Naddef & Rinaldi (1991) is repeated here. Consider the equivalence relation [image: image93.png]


between vertices of V given by, 

[image: image94.png]



that is, u and v are equivalent if, and only if, u and v belong to exactly the same sets [image: image95.png]


. Let [image: image96.png]


be the partition of V defined by the equivalence classes of [image: image97.png]


. Then the configuration [image: image98.png]€ =(B,¢)



, where 
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define the same facet. 

Most families of facets are defined in closed form, by requiring the sets [image: image100.png]


to satisfy some properties. When these properties are relaxed, the resulting ``super-family'' may or may not contain only facet-inducing inequalities. 

Figure 2.1 shows the relationship of the known families of facets of TSP([image: image101.png]


) in a Venn Diagram. 
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Figure: Venn Diagram of the known families of facets of TSP([image: image103.png]


) 

Trivial Facets

The following theorem states that the TSP polyhedron is bounded by the unit cube in [image: image104.png]


and that the facets of the cube are also facets of TSP([image: image105.png]


). These results are unimportant to solution procedures utilizing linear programming because the upper and lower bounding of variables is done in the pivoting procedure with little increase in execution time. However, from the theoretical standpoint they are significant because they complete the description of TSP([image: image106.png]


) . 


Theorem 8 in Grötschel & Padberg (1985). The inequalities 

[image: image107.png]



define facets of TSP([image: image108.png]


) for all [image: image109.png]


. And the inequalities 

[image: image110.png]



define facets of TSP([image: image111.png]


) for all [image: image112.png]


. 

Subtour Elimination Constraints

The subtour elimination constraints of the DFJ formulation (2.5) are facets of TSP([image: image113.png]


) and testifies to the strength of the DFJ formulation exhibited in Padberg & Sung (1991). The proof of the following theorem has appeared in many publications. 


Theorem 11 in Grötschel & Padberg (1985). For every [image: image114.png]


the subtour elimination constraint 
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defines a facet of TSP([image: image116.png]


) for [image: image117.png]


. 

Additionally, if [image: image118.png]U= {33}



, equation (2.28) reduces to the upper bound facet [image: image119.png]z((5,)) £ 1



. 

2-Matching Constraints

The 2-matching constraints were introduced in Edmonds (1965) to give a complete linear description of the 2-matching polytope. The 2-matching problem is simply the DFJ formulation of the TSP without the subtour elimination constraints. Its polytope is given by 
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The proof that the 2-matching constraints are also facets of TSP([image: image121.png]


) 

appears as Theorem 6.2 in Grötschel & Padberg (1979b). In fact, the theorem stated in that paper is more general and contains the comb inequalities (to be discussed later). There is no theoretical reason to distinguish 2-matching and comb constraints (Padberg & Rinaldi 1990) 

The 2-matching constraints, in essence, require the solution to intersect the star of every vertex subset in an even number of edges. 

The constraints are defined by [image: image122.png]H, 17, .., 4, C ¥V



satisfying 

1. [image: image123.png]


and is odd 

2. [image: image124.png]



3. [image: image125.png]



4. [image: image126.png]



The set H is called the handle and [image: image127.png]


the teeth. 


Theorem 6.2 in Grötschel & Padberg (1979b). The 2-matching constraint 
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is a facet of TSP([image: image129.png]


) for all [image: image130.png]


. 

When s=0, the handle H defines a subtour elimination constraint and the right hand side of the inequality becomes |H|-1. 
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Figure: A 2-matching constraint with 3 teeth

Comb Inequality Constraints

Comb inequalities were developed as a generalization of the 2-matching constraints by replacing the individual edges in the teeth with cliques. A comb in a graph consists of a handle [image: image132.png]gV



and teeth [image: image133.png]


satisfying 

1. [image: image134.png]


and is odd 

2. [image: image135.png]



3. [image: image136.png]HNT 21
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Theorem 6.2 in Grötschel & Padberg (1979b). The comb inequalities 
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define facets of TSP([image: image139.png]


) , for [image: image140.png]


. 

TSP([image: image141.png]e



) is completely described by the nonnegativity, degree, subtour elimination, and comb inequalities (Boyd & Cunningham 1991). 
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Figure: A comb constraint with 3 teeth

Clique Tree Inequalities

The clique tree inequalities generalize the comb constraints by allowing for multiple handles. A clique tree is a collection of cliques, [image: image143.png]


, and [image: image144.png]


, which satisfy: 

1. [image: image145.png]t#J




2. [image: image146.png]



3. [image: image147.png]22 [Lijsn—2




4. [image: image148.png]LA (UH;) #§




5. The number of teeth intersected by each handle is an odd number [image: image149.png]



6. The intersection graph of the [image: image150.png]


and [image: image151.png]


is a tree 

The intersection graph defined by the handles and teeth is the graph containing a vertex for each handle and tooth. An edge connects two vertices in the intersection graph if and only if the two corresponding sets have nonempty intersection. 

A clique tree with a single handle defines a comb. 


Theorem in Grötschel & Pullyblank (1986). Each clique tree inequality 
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is a facet of TSP([image: image153.png]


) , [image: image154.png]n =1l



. 
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Figure: A clique tree with 2 handles and 4 teeth

Envelope Inequality

The envelope inequality has a peculiar place in the facial structure of TSP([image: image156.png]


) . It was independently found by Boyd & Cunningham (1991), Fleischmann (1988) and Cornuéjols et al. (1985), as a particular case of more general families. The envelope inequality is shown diagrammatically in Figure 2.5. In closed form it is 
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The handles [image: image158.png])



, [image: image159.png]H;



and teeth [image: image160.png]£



, [image: image161.png]13



, [image: image162.png]13



almost form a clique tree. Neither the tooth [image: image163.png]13



nor [image: image164.png]13



contains a point not in any handle, and hence fails the nondegeneracy condition required by clique trees. 

In Boyd & Cunningham (1991), the envelope inequality is expressed as a bipartition constraint and is shown to be a facet for n= 7. Further, TSP([image: image165.png]£



) is completely defined by the nonnegativity and degree equations, subtour elimination, comb and envelope inequalities. 

The envelope inequality was independently found to be facet defining by Fleischmann (1988) where it was developed as a particular star constraint. In addition, the envelope inequality is the smallest path inequality which is not a comb (Cornuéjols et al. 1985). 
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Figure: The envelope inequality for TSP([image: image167.png]£



) 

Path Inequalities

In essence, path inequalities prevent two nodes in G from being joined by an odd number of internally node disjoint paths of length 3 or more (Cornuéjols et al. 1985). 

Path inequalities are nontrivial generalizations of the comb inequalities. First proposed in Cornuéjols et al. (1985), the path inequalities were shown to be facet-inducing for the graphical relaxation, and hence valid for TSP([image: image168.png]


) . After further examination, the path inequalities were shown to be facet-inducing (Naddef & Rinaldi 1988). The formulation shown here is taken from Naddef & Rinaldi (1991). 

A path configuration is given by an odd integer [image: image169.png]


, integers [image: image170.png]


, [image: image171.png]


and a partition of the vertex set V into A, Z, [image: image172.png]


, for [image: image173.png]


and [image: image174.png]


. Define for convenience [image: image175.png]


and [image: image176.png]


. Figure 2.6 shows a path configuration with k=3, [image: image177.png]


, [image: image178.png]


and [image: image179.png]


. In Cornuéjols et al. (1985) and Naddef & Rinaldi (1991), paths are defined only when A and Z are nonempty. When both A and Z are empty, the configuration is called a bicycle, and if only one is empty, a wheelbarrow. It proves advantageous to call all these configurations ``paths''. 
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The path inequality corresponding to this configuration is defined as 
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where 
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and 
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Theorem 3.6 in Cornuéjols et al. (1985) proved the path inequalities generalize all comb inequalities. Later they are shown to induce facets of TSP([image: image184.png]


) for [image: image185.png]


(Naddef & Rinaldi 1988). The smallest path inequality which is not a comb is the envelope inequality. 

Path inequalities can be written in closed form. This transformation and example in Figure 2.6 are taken from Naddef & Rinaldi (1991). 

Let [image: image186.png]N =lem{(n;—1)}



and [image: image187.png]
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satisfying 
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belong to exactly [image: image191.png]


of [image: image192.png]



Set [image: image193.png]


. The path inequality is equivalent to 
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[image: image195.png]o



and the [image: image196.png]


's form a handle with teeth like the comb inequalities. 

Not all the subsets [image: image197.png]4,



are not necessarily distinct. If [image: image198.png]


denotes the number of subsets equal to [image: image199.png]4,



, (2.36) can be written as 
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Figure 2.6 shows is the closed form of the path with handles [image: image201.png]


, [image: image202.png]


and teeth [image: image203.png]£



, [image: image204.png]13



and [image: image205.png]13



. In this example [image: image206.png]


, [image: image207.png]


, [image: image208.png]


and [image: image209.png]


, [image: image210.png]


, [image: image211.png]


. 

Path tree inequalities are constructed by repeatedly ``adding'' path inequalities together. The 2-sum operation was developed in Naddef & Rinaldi (1991) to combine valid configuration inequalities to produce new valid inequalities. To some extent, the clique tree inequalities are 2-sums of combs (Naddef & Rinaldi 1991, Theorem 5.10). 

The proof that path tree inequalities do generate facets of TSP([image: image212.png]


) (Naddef & Rinaldi 1988) requires the analysis in Naddef & Rinaldi (1992b). In Naddef & Rinaldi (1992b), necessary conditions are given to ``lift'' some facets of TSP([image: image213.png]


) to generate new facets of TSP([image: image214.png]Hpe



) , where [image: image215.png]>n



. The 2-sum of path inequalities with some ``regularity'' define new facets. Further, any clique tree inequality can be built from the 2-sum of paths. 

Crown Inequalities

Naddef and Rinaldi define the Crown Inequalities which are facet-inducing for TSP([image: image216.png]


) for all [image: image217.png]


. This class of facets is completely unrelated to the other known facets. It does not generalize any class and in not generalized by any other class. The Crown Inequalities have a unique property of being ``rotationally invariant''. 

The Simple Crown Inequalities are defined for TSP([image: image218.png]


) where n is a multiple of 4. Crown Inequalities for all [image: image219.png]


are constructed by lifting simple crown inequalities similar to the procedure used in Grötschel & Padberg (1979b). 

Here we define the simple crown inequalities for n=4k. Let C be a cyclic permutation of the vertices V. Denote by [image: image220.png]Co(v)



the operation of applying C to [image: image221.png]vEV



j times. The simple crown inequality associated with C is [image: image222.png]


where 
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The crown inequalities along with the subtour, comb, clique tree and envelope inequalities and three constraints found numerically in Christof et al. (1991) completely define TSP([image: image224.png]g



) . 

Bipartition Inequalities

Although the bipartition inequalities of Boyd & Cunningham (1991) are only known to be valid constraints of TSP([image: image225.png]


) (their status with respect to the graphical relaxation is unknown), they are included here for completeness. 

The bipartition inequalities are a generalization of the clique tree inequalities. The constraint is constructed by handles and teeth like the clique trees with relaxed tree (item 6) and nondegeneracy (item 4) conditions. The constraint is given for a collection of mutually disjoint handles, [image: image226.png]


and mutually disjoint teeth [image: image227.png]


, satisfying 
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5. [image: image232.png]LAUH) =0, o=t+],





6. [image: image233.png]L7 | NH: #£0 ) =2k +1



for some integer [image: image234.png]



The teeth which satisfy item 4, [image: image235.png]


, are nondegenerate, whereas those satisfying item 5, [image: image236.png]


are called degenerate. As pointed out in Naddef (1992), this notion of degeneracy may not be correct because it is not preserved by taking complement. (Recall that inequalities in closed form are unchanged by complementing some of the defining sets.) 

Letting [image: image237.png]e | LN H #95




be the number of handles intersected by the tooth [image: image238.png]


, the bipartition inequality is given by 
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