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ABSTRACT

In this paper we present a geometrical framework for the analysis of Estimation of Distribution Algorithms (EDAs) based on the exponential family. From a theoretical point of view, an EDA can be modeled as a sequence of densities in a statistical model that converges towards distributions with reduced support. Under this framework, at each iteration the empirical mean of the fitness function decreases in probability, until convergence of the population. This is the context of stochastic relaxation, i.e., the idea of looking for the minima of a function by minimizing its expected value over a set of probability densities. Our main interest is in the study of the gradient of the expected value of the function to be minimized, and in particular on how its landscape changes according to the fitness function and the statistical model used in the relaxation. After introducing some properties of the exponential family, such as the description of its topological closure and of its tangent space, we provide a characterization of the stationary points of the relaxed problem, together with a study of the minimizing sequences with reduced support. The analysis developed in the paper aims to provide a theoretical understanding of the behavior of EDAs, and in particular their ability to converge to the global minimum of the fitness function. The theoretical results of this paper, beside providing a formal framework for the analysis of EDAs, lead to the definition of a new class algorithms for binary functions optimization based on Stochastic Natural Gradient Descent (SNGD), where the estimation of the parameters of the distribution is replaced by the direct update of the model parameters by estimating the natural gradient of the expected value of the fitness function.

Categories and Subject Descriptors

G.1.6 [Mathematics of Computing]: Optimization — Stochastic programming; G.3 [Mathematics of Computing]: Probabilistic algorithms (including Monte Carlo)
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1. INTRODUCTION

Estimation of Distribution Algorithms (EDAs) [23] are a family of algorithms for black-box optimization, often presented in the literature as an evolution of Genetic Algorithms (GAs), where the variational operators of crossover and mutation are replaced by statistical operators. Given a statistical model, either fixed a priori or learned at runtime, at each iteration an EDA evolves a population of feasible solutions to an optimization problem by performing selection with respect to the fitness of the individuals in the population (the sample), estimating the parameters of a distribution given the selected individuals (the observations), and sampling new candidate solutions (the offsprings).

From a theoretical point of view, an EDA can be modeled as a Markov chain defined over the distributions of a statistical model [18, Chapter 6], indeed each run of the algorithm describes a random sequence of densities that converges towards distributions with reduced support. At each iteration of the algorithm the empirical mean of the fitness function with respect to the population decreases in probability, until convergence, for this reason it becomes of interest to evaluate the gradient of the expected value of the function to be minimized with respect to the parameters that identify a density in the model, and in particular to study how the gradient field changes according to the function and the statistical model used in the relaxation.

In this paper we propose a geometric framework for the theoretical study of optimization algorithms that employ statistical models coming from the exponential family. In the Evolutionary Computation (EC) literature, we focus on EDAs based on the exponential family, and, in particular, on those algorithms that use statistical models that can be represented with undirected graphical models, such as Markov Random Fields, Markov Networks, and log-linear models. Examples of algorithms that belong to this class are FDA [29], MN-FDA [38], MN-EDA [39], and DEUM [41].

If we only consider strictly positive densities, i.e., distributions with full support where all probabilities are positive, or in other words we limit the analysis to the inte-
rior of the model used by an EDA, other algorithms that do not explicitly use the exponential family fit this geometric framework. This is the case of all EDAs based on the independence model, such as PBIL [6], UMDA [30], and eGA [20], and on the marginal product model of ECGA [19], which employs a factorization of the joint probability distribution based on the product of the joint distributions defined over the elements of a partition of the original set of variables. Moreover, if we consider the equivalence between Directed Acyclic Graphs (DAGs) and undirected graphical models [25], it is possible to represent the set of densities that factorize according to the DAG with an equivalent MRF. This is always the case for EDAs with bivariate models, such as MIMIC [13], COMIT [7], and BMDA [32], and easily applies to the Bayesian Networks used in BOA [31] and EBNA [14], when the undirected graph obtained by making all edges undirected is already moralized, i.e., all nodes that have a common child are connected [25].

Besides any algorithm whose dynamic is forced over a statistical model, population based algorithms can also be represented as a sequence of points within the probability simplex, by representing populations with densities, for example with maximum likelihood estimators. For instance, this is the approach developed by Vose in [44] for the study of the dynamics of Genetic Algorithms (GAs). From this perspective it is possible to compare the behavior of different algorithms, for example in case of small instances, by comparing the sequences of densities generated by each run.

The idea of finding the minimum of a function by employing a statistical model is well known in the combinatorial optimization literature. Among the others we mention the use of the Gibbs distribution in optimization by Simulated Annealing [22] and the use of Markov Random Fields in Boltzmann Machines [1]. An approach which is quite similar to EDAs, but has been developed independently, appears in the stochastic optimization literature under the name of Cross-Entropy method [37]. In [47], the authors describe some of these meta-heuristics as model-based search, to emphasize the use of a probabilistic models able to capture the interactions among the variables that appear in the fitness function.

The framework we propose is rather general and it can be also applied to the class of algorithms and techniques from integer and combinatorial optimization, whenever the original minimization problem is, implicitly or not, replaced by a new one, where the new variables are the parameters that identify a distribution in a statistical model. We refer to this approach to optimization as stochastic relaxation, i.e., to look for the minima of a function by minimizing its expected value over a set of probability densities in a statistical model. The name comes from the highly cited paper [16], where the authors describe an algorithm for image restoration based on the Gibbs distribution and an annealing scheme.

The Gibbs distribution belongs to the exponential family and appears to be a common statistical model in combinatorial optimization. More recently, it has been explicitly analyzed in the context of EDAs, see for example [27, 28], where the authors discuss BEDA, an algorithms with nice theoretical properties, able to converge to the global minimum of the fitness function, but that unfortunately cannot be used in practice due its computational complexity. We start with the discussion of this example, since most of results in the next sections aim to generalize such analysis to the exponential family.

**Example (Gibbs distribution)** Let \( f(x) \geq 0 \) be a non-constant function defined over a finite set \( X \), such that \( f(x) = 0 \) for some values in the domain. In order to find the minimum of \( f \), we introduce the statistical model

\[
p(x; \beta) = \frac{e^{-\beta f(x)}}{Z(\beta)}, \quad \beta > 0, \quad \text{with} \quad Z(\beta) = \sum_{x \in X} e^{-\beta f(x)}.
\]

In the statistical physics literature Equation (1) is know as Gibbs (or Boltzmann) distribution. \( f(x) \) is usually called energy function, the parameter \( \beta \) the inverse temperature, and \( Z(\beta) \) the partition function. The Gibbs model is not closed in the topological sense, indeed it does not include the limit distributions for \( \beta \) that tends to 0 and to +\( \infty \), see for example [21]. As \( \beta \to 0 \), \( p(x; \beta) \) tends to the uniform distribution over \( X \), since \( \lim_{\beta \to 0} e^{-\beta f(x)} = 1 \). On the other side as \( \beta \to +\infty \) we have that \( \lim_{\beta \to +\infty} e^{-\beta f(x)} = 1 \) if \( f(x) = 0 \), and 0 otherwise, that is, the Gibbs distribution converges to the uniform distribution defined over the reduced support with zero (minimal) energy. Moreover we have \( \nabla_{\beta}[f] = -\text{Var}_\beta[f] \), i.e., the derivative of the expected value of the energy function with respect to the \( \beta \) parameter is always negative, so that the expected value decreases monotonically to its minimum value as \( \beta \to +\infty \).

The assumption on the non negativity of the energy function can be easily removed, and the Gibbs distribution is in principle a good candidate model for the stochastic relaxation, since it admits as limit a global optimum for the original optimization problem. However, the use of the Gibbs distribution poses some practical problems, since it requires an explicit formula for the fitness function, which may not be available in black-box contexts, and an efficient way to compute the partition function, which involves a sum over the entire sample space. To overcome these limitations, different approaches have been proposed in the literature, for example one possibility is to choose larger models such that the joint probability distribution could be factorized in a convenient and computationally tractable way, see for instance FDA [29].

We are interested in studying how difficult it is for an EDA to find the global minimum of the problem, by studying how the landscape of the expected value of the fitness function changes according to the choice of the model in the stochastic relaxation. In order to answer these questions, when the statistical model belongs to the exponential family, we propose to study the gradient of the expected value of the fitness function, as we did for the Gibbs distribution. We base our analysis on the assumption that the greater the number of local minima, the lower the probability to find the global minimum for an EDA, and similarly, for different algorithms that can be described within the stochastic relaxation framework.

The paper is organized as follows. In Section 2 we introduce the notation used in the remaining part of the paper, and we formally describe the approach to optimization based on stochastic relaxation. In Section 3 we review and generalize some properties of the exponential family, together with other results, such as the characterization of its topological closure and of is tangent space, that make this family of statistical models particular suited in the context of the
stochastic relaxation. Next, in Section 4 we describe the stochastic relaxation of a function based on the exponential family as the general framework for the study of different algorithms and meta-heuristics in optimization that make use of these probabilistic models. In particular we provide a characterization of the stationary points of the relaxed problem, together with a study of the minimizing sequences with reduced support. The analysis developed in the paper aims at providing a better understanding of the behavior of different EDAs, and in particular their ability to converge to the global minimum of the fitness function. Nevertheless, the theoretical results we present in this paper lead to the definition of a new class of algorithms for binary functions optimization based on stochastic natural gradient descent, described in Section 5, for which we provide preliminary experimental results.

2. STOCHASTIC RELAXATION

In this section we introduce the notation what will be used in the rest of the paper, together with the formalization of stochastic relaxation in the context of optimization. We concentrate on the optimization of functions defined over binary variables, even if the generalization to the case of a finite set is straightforward. Such class of functions is known in mathematical programming literature as pseudo-Boolean functions [9] to underline that they take values over the real numbers, rather then in 0/1.

A pseudo-Boolean function is a real-valued function defined over a vector of binary variables. These functions appear in many different fields and they are well studied. To provide a more compact notation we introduce the multi-index notation to the random vector $X$, and denote with $\Omega = \{x \in \{0,1\}^n\}$. Each index $\alpha$ of binary variables $x = (x_1, \ldots, x_n)$ is a random vector defined over the observation space $\Omega$. A probability distribution for $X$ is discrete, it corresponds to the probability density function of $X$, $p(x) = P(X = x)$, that describes the density of probability for each $x$. We denote with $\mathcal{S}$ the set of all possible probability distributions for $X$, i.e., all $p(x) : \Omega \rightarrow [0,1]$, such that $p(x) \geq 0$ for all $x \in \Omega$ and $\sum_{x \in \Omega} p(x) = 1$. A statistical model $\mathcal{M} \subset \mathcal{S}$ for $X$ is a set of probability distributions, i.e., $\mathcal{M} = \{p(x)\}$. In case we deal with parametric statistical models, we write $\mathcal{M} = \{p(x; \xi)\} = \{p_\xi\}$, with $\xi \in \Xi$, to underline the dependence of $p$ on the parameter vector $\xi$.

Since we are interested in the limits of sequences of distributions in a model $\mathcal{M}$, we denote with $\bar{\mathcal{M}}$ its topological closure, i.e., the set of densities that are limit densities of sequences in $\mathcal{M}$ with respect to the weak topology, where, if $\{p_n\}_{n>1}$ and $p$ are densities in $\mathcal{M}$, $\lim_{n \rightarrow \infty} p_n(x) = p(x)$ for all $x \in \Omega$.

A natural parameterization for $\mathcal{S}$ is the vector of raw parameters or raw probabilities $\rho = (p_x)_{x \in \Omega}$, under which $\mathcal{S}$ coincides with the probability simplex $\Delta$. Let $\mathcal{S}^{\infty}$ be the set of strictly positive distributions, i.e., all $p \in \mathcal{S}$ such that $p(x) > 0$ for all $x \in \Omega$. We define with Supp $\rho$ the support of a density $\rho$, i.e., the set of points in $\Omega$ with probability greater than zero. Densities in $\mathcal{S}^{\infty}$ have reduced support and lay on the faces of the probability simplex. In particular we denote with $\delta(x)$ the degenerate distribution where the support has cardinality 1 and coincides with $x$.

The combinatorial problem of finding the minimum of a non-constant pseudo-Boolean function $f$ can be formalized as the unconstrained binary optimization problem

$$\begin{align*}
\min_{x \in \Omega} f(x).
\end{align*}$$

Let $\Omega^* \subset \Omega$ be the set of solutions of (P), with $\Omega^* \ni x^* = \arg\min_{x \in \Omega} f(x)$. We introduce the stochastic relaxation (R) of the original problem (P), by considering the functional $E_p[f] : \mathcal{S}^{\infty} \rightarrow [\min f, \max f]$ and minimizing it over the set of all densities over $\Omega$, i.e.,

$$\begin{align*}
\min_{p \in \mathcal{S}} E_p[f].
\end{align*}$$

Let $\mathcal{S}^{\infty} \ni p^*$ be a solution of (R), i.e., a probability density in the probability simplex. Once a proper parameterization

\[\text{We can extend the multi-index notation to the random vector } X, \text{ and denote with } E_0[f] \text{ the expected value with respect to the uniform distribution. As a consequence of the non standard harmonic encoding we introduced, } \{X^\alpha\}_{\alpha \in L} \text{ forms an orthonormal basis for the space of pseudo-Boolean functions with respect to the inner product } (f, g) = E_0[fg], \text{ as stated in the following proposition.}\]

**Proposition 1.** Let $\alpha, \beta \in L$, $E_0[X^\alpha X^\beta] = 1$ if and only if $\alpha = \beta$, 0 otherwise.

To introduce the notion of stochastic relaxation, we need to define probability distributions over the elements of the sample space $\Omega$. Let $X_i : \Omega \rightarrow \{+1, -1\}$ represent the $i$-th component $x_i$ of $x$. From a probabilistic point of view, each $X_i$ is a random variable and $X = (X_1, \ldots, X_n)$ a random vector defined over the observation space $\Omega$. A probability distribution is a probability measure $P$ over $\Omega$ and, since it is discrete, it corresponds to the probability density function of $X$, $p(x) = P(X = x)$, that describes the density of probability for each $x$. We denote with $\mathcal{S}$ the set of all possible probability distributions for $X$, i.e., all $p(x) : \Omega \rightarrow [0,1]$, such that $p(x) \geq 0$ for all $x \in \Omega$ and $\sum_{x \in \Omega} p(x) = 1$. A statistical model $\mathcal{M} \subset \mathcal{S}$ for $X$ is a set of probability distributions, i.e., $\mathcal{M} = \{p(x)\}$. In case we deal with parametric statistical models, we write $\mathcal{M} = \{p(x; \xi)\} = \{p_\xi\}$, with $\xi \in \Xi$, to underline the dependence of $p$ on the parameter vector $\xi$.\footnote{For mathematical convenience, in the following we make some common regularity assumptions on $\mathcal{M}$, in particular we require that densities in the model change smoothly with the parameter vector $\xi$.}
\(\xi\) that uniquely identifies densities in \(S\) is introduced, the relaxed optimization problem can be formulated as \(\min_{\xi \in \mathbb{E}} E_\xi[f]\).

The parameter vector \(\xi\) is the new vector of variables in \((\mathbb{R})\), and since we restrict to continuous parameterizations, which is the case for a large class of models in statistics, both \(E_p[f]\) and \((\mathbb{R})\) are continuous. Let \(\mathbb{E}\) the set of solutions \(\xi^* = \arg\min E_\xi[f]\) of \((\mathbb{R})\), i.e., the set of parameters that identify distributions in \(\Omega^*\).

**Proposition 2.** Given the optimization problem \((P)\) and the stochastic relaxation \((R)\)

(i) they admit the same minimum, that is, \(\min_{x \in \mathcal{O}} f(x) = \min_{p \in S} E_p[f]\)

(ii) densities that are solutions to \((R)\) have reduced support included in \(\Omega^*\), i.e., \(S^* \subset S \setminus S_\theta\)

(iii) they have equivalent solutions, i.e., a solution to either one determines a solution to both

**Proof.** A similar proposition appears in [24], where the approach to optimization based on stochastic relaxation is discussed in the more general setting of polynomial optimization. In particular, as to the equivalence of the solutions of \((P)\) and \((R)\), we remark that \(S^*\) can be obtained as the set of densities with support included in \(\Omega^*\), while solutions sampled from densities in \(S^*\) are in \(\Omega^*\).

The problems \((P)\) and \((R)\) have the same complexity which is exponential in \(n\), indeed, even if under some parameterizations, such as the raw parameters, the relaxed function becomes linear in the new variables, on the other side in these cases the number of linear inequalities required to define the domain of the parameters is exponential in \(n\). We are interested in constraining the densities used in the relaxation to a lower dimensional model which corresponds to a subset \(\mathcal{M} \subset S\) and study when \((P)\) and the new optimization problem are equivalent.

**Definition 3.** The stochastic relaxation of \((P)\) with respect to the statistical model \(\mathcal{M}\) is defined as

\[
(M) \quad \inf_{p \in \mathcal{M}} E_p[f].
\]

We take the infimum instead on the minimum, since in general \(\mathcal{M}\) is not closed in the topological sense, and the minimum may not be attained. This is for example the case of the Gibbs distribution, discussed in Section 1 and in the conceptual algorithm BEDA, where the minimum is reached by the limit density when \(\beta \to \infty\). Since for every \(\mathcal{M} \supset p\), \(E_p[f]\) is lower-bounded by \(\min f\), and \(\mathcal{M}\) is closed in \(S\), a solution \(p^* = \arg\min E_p[f]\) to \((M)\) always exists. The problem of interest is under which conditions the minimum of \((M)\) is equal to the minimum of \((R)\), or equivalently of \((P)\).

We now introduce a second example of a statistical model which plays an important role in optimization and in particular in the EDAs literature.

**Example (Independence Model).** Let \(S_1\) be the independence model for \(X\), that is, the set of densities that factorize as the product of the marginal probabilities, i.e,

\[
p(x) = \prod_{i=1}^{n} p_i(x_i),
\]

where \(p_i(x_i) = P(X_i = x_i)\). A common parameterization for \(S_1\) is based on first order moments \(\eta_a = E[X^a]\), with \(|a| = 1\) (where on the left-hand side \(a\) appears as index for \(\eta\)), so that a density is uniquely identified by a vector \(\eta\) of \(n\) parameters called expectation parameters. The parameters are independent with respect to each other, and under the harmonic encoding their domain is \([-1, 1]\). In case of the usual 0/1 encoding, the domain reduces to \([0, 1]\) and each parameter represents the marginal probability \(P(X_i = 1)\), cf. [3]. Under the expectation parameters, the independence model can be represented as an \(n\)-dimensional hypercube, where each of the \(2^n\) vertices is one of the degenerate distributions \(\delta(x)\). As a consequence the minimum of a stochastic relaxation based on \(S_1\) coincides with the minimum of \((P)\).

Moreover, since \(\eta\) is an \(n\)-dimensional vector, we can employ the multi-index notation, and write the expected value of \(f\) with respect to a density \(p \in S_1\) as a pseudo-Boolean function itself, i.e.,

\[
E_\eta[f] = \sum_{\alpha \in I} c_\alpha \eta^\alpha.
\]

The independence model appears frequently in optimization in the context of stochastic relaxation. As far as EDAs are concerned, this is the case for all univariate EDAs, such as PBIL, UMDA, and cGA. These algorithms were the first to be proposed in the EDA literature. One of the reasons is that estimation and sampling with the independence model are computationally efficient, since they are linear operators in the number of variables. Unfortunately, the expected value of \(f\) under the \(\eta\) parameterization is a polynomial function defined over the hypercube \([-1, +1]^n\). The optimization of such class of functions is not trivial, and in the worst case it may admit an exponential number of local minima. By comparing Equation (2) and (4) we see that solving \((M)\) corresponds to remove the integrality constraints over the binary variables, which is at the basis of rounding procedures and derandomization in pseudo-Boolean programming, e.g. [9].

We know that univariate EDAs are not well suited for the optimization of functions with higher-order interactions among variables, since they may get stuck in local minima, for this reason other algorithms that employ statistical models able to take into account such interactions have been proposed in the literature. In particular in this paper we are interested in models that come from the exponential family.

### 3. Properties of the Exponential Family

In the rest of the paper we will study the exponential family in the context of the stochastic relaxation. We introduce the \(k\)-dimensional exponential family \(\mathcal{E}\)

\[
p(x; \theta) = \exp \left( \sum_{i=1}^{k} \theta_i T_i(x) - \psi(\theta) \right), \quad \theta \in \mathbb{R}^k,
\]

where the functions \(T_1(x), \ldots, T_k(x)\) are the canonical or sufficient statistics, and \(\psi(\theta)\) is the cumulant generating function. The parameters in \(\theta\) are usually called natural or canonical parameters of the exponential family. Due to the exponential function, probabilities in the exponential family never vanish, so that only distributions with full support can be represented using this parameterization. As a consequence, statistical models that belong to the exponential
family only include distributions in $\mathcal{S}_>$, i.e., points in the interior of the probability simplex.

The choice of such family is not too restrictive, since many models in statistics belong to the exponential family. Another advantage is the possibility to include in the model specific interactions among the variables, according to the choice of the sufficient statistics $T_i$. On the other hand, a limit is given by the fact that the exponential family includes only strictly positive distributions, differently from many models used in EDAs, for instance the independence model itself. In practice, this is not an issue, we sample finite populations and any limit distribution can be approximated with the desired precision with a sequence of distributions that converge in probability to the boundary of the model. On the other side, from a theoretical point of view it becomes important to characterize its topological closure and which distributions with reduced support may be obtained as limit of sequences of densities in the exponential family. Indeed if the model contains all degenerate distributions, the stochastic relaxation (M) and the original problem (P) have the same global minimum and thus equivalent solutions.

In the following we review some properties of the exponential family $\mathcal{E}$ and we introduce some generalizations of known results in the literature. In the first subsection we describe some known results that provide a characterization of the closure of the exponential family. These results are important to determine when the closure of the exponential family includes all degenerate distributions so that the minimum of $f$ can be effectively determined. In the second subsection we describe some geometrical properties of the exponential family, according to the information geometry theory [4]. In particular, starting from a characterization of the tangent space of the exponential family, we provide a study of the gradient field associated to the expected value of a function defined over the sample space, in case it is finite. This analysis is important in order to study local minima of the stochastic relaxation based on the exponential family, as discussed in the next section.

Since these properties of the exponential family are general and apply not only when the sample space is $\Omega$, we state the propositions and the theorems in case of a finite sample space $\mathcal{X} \ni x$. Similarly, limited to this section, we have $f : \mathcal{X} \to \mathbb{R}$. We refer to [8, 10] as monographs on exponential families.

### 3.1 Extended Exponential Family

The exponential family does not include densities with reduced support, and it is not closed in the topological sense, i.e., limit distributions are not included in the model. Nevertheless it is possible to characterize its closure by looking at the convex support $\{x \in \mathcal{X} \mid f(x) = \infty\}$, or marginal polytope $\{x \in \mathcal{X} \mid f(x) = \infty\}$, of the exponential family. In the following, let $T(x) = (T_1(x), \ldots, T_k(x))$.

**Definition 4.** The convex support or marginal polytope $P$ of the exponential family $\mathcal{E}$ is the convex hull of $T(\mathcal{X})$, i.e.,

$$ P = \left\{ \eta \in \mathbb{R}^k : \eta = \sum_{i=1}^k \lambda_i t_i, \lambda_i \geq 0, \sum_{i=1}^k \lambda_i = 1 \right\} $$

In order to state the theorems that provide a characterization of $P$ we introduce the following definitions.

**Definition 5.**

(i) A face $F$ of the marginal polytope $P$ is a subset $F \subset M$ such that there exists an affine mapping $A : \mathbb{R}^k \ni t \mapsto A(t) \in \mathbb{R}$ which is zero on $F$ and strictly positive on $P \setminus F$.

(ii) A subset $S \subset \mathcal{X}$ is exposed for the exponential family $\mathcal{E}$ if $S = T^{-1}(F)$ where $F$ is a face of $P$.

The closure of the exponential family $\mathcal{E}$, also known as extended exponential family, consists of the union of the exponential families with reduced support identified by the exposed face $F$ of the polytope $P$, as a consequence of the two following theorems. We omit the proofs that can be found in [26], cf. [8, 36].

**Theorem 6.** Let $\theta_n, n = 1, 2, \ldots$, be a sequence of parameters in $\mathcal{E}$ such that for some $q \in \mathcal{S}_> \lim_{n \to \infty} f(\theta_n) = q$, i.e., $q$ belongs to the extended exponential model

(i) If the support of $q$ is full, then $q$ belongs to the exponential model $\mathcal{E}$ for some parameter value $\theta = \lim_{n \to \infty} \theta_n$.

(ii) If the support of $q$ is defective, then the sequence $\theta_n$ is not convergent, Supp $q$ is an exposed subset of $\mathcal{X}$, and $q$ belongs to the trace of the exponential model on the support.

**Theorem 7.** If $q$ belongs to the trace of the exponential family $\mathcal{E}$ with respect to an exposed subset $S$, then $q$ belongs to the extended exponential family.

In the choice of the model for an EDA, and more in general for any algorithm that fits the stochastic relaxation framework, you want to ensure that all degenerate distributions $\delta(x)$, with $x \in \mathcal{X}$, can be obtained as the limit of a sequence of distributions if $\mathcal{E}$, in other words by the previous theorems, that all points $T(x)$, with $x \in \mathcal{X}$, are exposed faces of $P$. This condition, which is satisfied by the independence model while not by the Gibbs distribution, as discussed in the previous examples, is sufficient but not necessary for the equivalence of (P) and (M). In the next section, see Theorem 13, we provide a sufficient condition for the equivalence of (P) and (M) for the exponential family in Equation (5), when the sample space is $\Omega$, i.e., $f$ is pseudo-Boolean. The sequences of distributions in the exponential family that represent each run of an EDA are likely to converge in probability to densities with reduced support. Then, by Theorem 6 (ii), it follows that at least one of the natural parameters of the sequence will diverge to either $+\infty$ or $-\infty$. In case all $\theta$ parameters diverge, the population consists of individuals that are all equal.

### 3.2 Tangent Space and Gradient Vector

In our framework based on the stochastic relaxation of the original function, we introduced a new continuous optimization problem. Since in general the problem is nonlinear, we are interested in studying minimizing sequences of densities in the statistical model that converge in probability to a local minima of the stochastic relaxation. By studying the gradient vector, we determine at each point of the statistical model the direction of maximum decrement of the relaxed function. Such analysis is the starting point for determining the presence of local minima in the stochastic relaxation and thus to study the behavior of different algorithms, such as EDAs. Moreover, these results provide theoretical justification for the novel class of algorithms proposed in Section 5.
We now introduce a description of the exponential family, from a geometric point of view, presenting the approach described in [17, Part III and IV], which consists of a generalization to the non-parametric case of the information geometry theory presented in [4]. We provide an informal presentation, and we refer to the original papers for formal statements and proofs.

From a geometric point of view, a statistical model can be considered as a manifold of probability densities. In particular, the set of all strictly positive densities $p$, with respect to some reference measure $\mu$, can be modeled as a differentiable manifold. A coordinate chart, or simply a chart, defines a local coordinate system at each point. In particular, we introduce a local chart in $p$, called affine chart, such that densities $q$ are expressed with respect to the fixed reference measure $p$ by $\frac{q}{p}$. The affine chart has a dual chart, called exponential chart where densities $q$ are expressed by $\log \frac{q}{p} = \log p(q) - \log p(p)$. Here we only discuss the affine chart, even if the same results could be obtained using the exponential chart, since they are dually coupled [33]. We introduce a tangent bundle over the manifold, by defining at each $p$ a tangent space $T_p$ of the set of all random variables centered in $p$, i.e.,

$$T_p = \{ v : \mathbb{E}_p[v] = 0 \}.$$  

The tangent space $T_p$ can be equivalently characterized as the set of all tangent vectors to any curve that goes through $p$. Consider a curve $p(\theta)$ such that $p(0) = p$. It is easy to verify that $\frac{\partial p(\theta)}{\partial \theta}$ for $\theta = 0$ belongs to $T_p$, since

$$\mathbb{E}_p \left[ \frac{\partial p(\theta)}{\partial \theta} \right] \bigg|_{\theta=0} = \mathbb{E}_p[p] = \frac{d}{d\theta} \mathbb{E}_p[p] = 0,$$

where $\mathbb{E}_p$ is the expected value with respect to the reference measure $\mu$. We are interested in evaluating the tangent vector to the curve at any point, not only for $\theta = 0$, for this reason we require a moving coordinate system such that the reference measure $p$ changes with $\theta$ and is equal to the point where the derivative is evaluated. As a consequence, the velocity vector along the curve corresponds to the logarithmic derivative $\frac{d}{d\theta} \log p(\theta)$ and at each point belongs to the tangent space $T_p$.

The one dimensional exponential model

$$p(\theta) = e^{\theta T - \psi(\theta)} \mu$$

is a density in $\mathcal{E}$ of maximum decrement of a function defined over the manifold.

Let us start by introducing the definition of higher-order covariance between a set of random variables.

**Definition 8.** Let $X = (X_1, \ldots, X_m)$. The covariance between $m$ real valued variables $X_1, \ldots, X_m$ is defined as

$$\operatorname{Cov}_\theta(X_1, \ldots, X_m) = \mathbb{E}_\theta \left[ \prod_{i=1}^m X_i \right].$$

The previous formula generalizes the usual definition of covariance between two random variables. Some properties of the $m$-order covariance are proved in the appendix, in particular, see Proposition 15.

In the rest of the paper, to maintain a compact notation, we will write $\partial_i$ for the partial derivative $\frac{\partial}{\partial \theta^i}$.

**Proposition 9.** Let $f : \mathcal{X} \rightarrow \mathbb{R}$ be a non-constant function and $p$ a density in $\mathcal{E}$

(i) $\frac{\partial}{\partial \theta} \mathbb{E}_\theta[f] = \mathbb{Cov}_\theta(f, T_{i1})$, $i = 1, \ldots, k$

(ii) $\frac{\partial_i}{\partial_j} \mathbb{E}_\theta[f] = \mathbb{Cov}_\theta(f, T_{i1}, T_{j2})$ $i, j = 1, \ldots, k$

(iii) If all partial derivatives of $\mathbb{E}_\theta[f]$ up to order $m - 2$ vanish at $\theta$, then $\partial_{i1} \cdots \partial_{im} \mathbb{E}_\theta[f] = \mathbb{Cov}_\theta(f, T_{i1}, \ldots, T_{im})$ at $\theta$, with $m > 2$

(iv) If all partial derivatives of $\mathbb{E}_\theta[f]$ up to order $m - 1$ vanish at $\theta$, then $\partial_{i1} \cdots \partial_{im} \mathbb{E}_\theta[f] = \mathbb{Cov}_\theta(f, T_{i1} \cdots T_{im})$ at $\theta$, with $m > 1$

**Remark** First and second partial derivatives of $\mathbb{E}_\theta[f]$ can be expressed in terms of covariances between $f$ and the sufficient statistics $T_i$ of the exponential family. For instance, the second-order Taylor expansion of $\mathbb{E}_\theta[f]$ in $\theta$ reads

$$
\mathbb{E}_\theta[f] = \mathbb{E}_\theta[f_0] + \sum_{i=1}^k \mathbb{Cov}_\theta(f, T_i)(\theta_i - \overline{\theta}_i) + \frac{1}{2} \sum_{i,j=1}^k \mathbb{Cov}_\theta(f, T_i, T_j)(\theta_i - \overline{\theta}_i)(\theta_j - \overline{\theta}_j) + O(||\theta||^3).
$$

By taking the logarithmic derivative of the exponential family $\mathcal{E}$ with respect to the natural parameters it is easy to verify that any tangent vector can be expressed as a linear combination of the centered statistics.

**Proposition 10.** The tangent space $T_\theta$ of the exponential family $\mathcal{E}$ at $\theta$ is spanned by the sufficient statistics centered in $\theta$, i.e.,

$$T_\theta = \left\{ v : v = \sum_{i=1}^k u_i (T_i - \mathbb{E}_\theta[T_i]), u_i \in \mathbb{R} \right\}.$$

The direction $v$ of maximum decrement of $\mathbb{E}_\theta[f]$ is the unit vector $v \in T_\theta$ that maximizes the directional derivative of $\mathbb{E}_\theta[f]$.

**Proposition 11.** Let $D_v \mathbb{E}_\theta[f]$ be the directional derivative of $\mathbb{E}_\theta[f]$ in the direction of the tangent vector $v \in T_\theta$

(i) $D_v \mathbb{E}_\theta[f] = \mathbb{Cov}_\theta(f, v)$
(ii) If $f \in \text{Span}\{T_1, \ldots, T_k\}$ the directional derivative is maximal when $v \propto f$

(iii) If $f \notin \text{Span}\{T_1, \ldots, T_k\}$ then the directional derivative in maximal in the direction $v$ given by the projection $\hat{f}_0$ of $f$ onto $T_0$, i.e.,

$$\hat{f} = \nabla \mathbb{E}_\theta[f] I(\theta)^{-1} (T - \mathbb{E}_\theta[T])$$

(7)

where $\nabla \mathbb{E}_\theta[f] = (\text{Cov}_\theta(f, T_i))_{i=1}^k$ is the vector whose components are the partial derivatives $\partial_i \mathbb{E}_\theta[f]$, and $I(\theta) = \{\text{Cov}_\theta(T_i, T_j)\}_{i,j=1}^k$ is the covariance matrix.

**Proof.** Consider the vector field defined over $\mathcal{E}$ that in each point associates the projection of $f$ onto the tangent space $T_p$. From the definition of tangent vector as the velocity vector of a curve, see Equation (6), and the characterization of $f$ as a linear combination of the centered sufficient statistics, see Equation (8), we have

$$\frac{d}{dt} p = \frac{d}{dt} \sum_{i=1}^k \theta_i(t) T_i - \psi(\theta(t)) = \sum_{i=1}^k \dot{\theta}_i(t)(T_i - \mathbb{E}_{\theta(t)}[T_i])$$

(8)

If the parameters $\theta$ are identifiable, i.e., if the centered sufficient statistics $T_i$ are linearly independent, we obtain the following differential equation

$$\dot{\theta}(t) = \hat{\alpha}(\theta(t)).$$

If the coefficients $\hat{\alpha}_i$ are constant, for instance if $f$ belongs to the span of the $T_i$'s, the vector field is constant and it corresponds to the centered random variable $f - \mathbb{E}_\theta[f]$. The differential equation reduces to

$$\frac{d}{d\theta} \log p(\theta) = f - \mathbb{E}_\theta[f].$$

Given an initial condition $q$, the differential equation admits as solution the one dimensional exponential family

$$p(\theta) = \frac{qe^{\theta f}}{\mathbb{E}_q[e^{\theta f}]},$$

(9)

It is easy to show that independently from $q$, as $\theta$ goes to $-\infty$, the expected value of the limit converges to the minimum of $f$. On the order side, in case $\hat{f}_0$ changes with $\theta$, we have

$$\frac{d}{d\theta} \log p(\theta) = \hat{f}_0 - \mathbb{E}_\theta[\hat{f}_0]$$

(10)

that, differently from the previous case, does not admit an exponential model as solution. □

The previous theorem generalize the example of the Gibbs distribution we discussed in Section 1. In particular, from Equation (9) the Gibbs distribution is obtained for $\theta < 0$, when $q$ is the uniform distribution over the $X$.

One of the most important consequences of the previous theorem, is that under a proper choice of the sufficient statistics of the exponential family, i.e., when the statistical model is able to take into account the interactions present in the functions to be minimized, there are no local minima in the stochastic relaxation where a local search techniques based on gradient descent may be trapped, indeed, from any distribution $q$ in the model there exists a curve that follows that natural gradient $\nabla \mathbb{E}_\theta[f]$ that admits as limit the uniform distribution over the minima of $f$.

4. **STOCHASTIC RELAXATION BASED ON THE EXPONENTIAL FAMILY**

Given an exponential family $\mathcal{E}$, since the sample space is $\Omega$, the sum of the sufficient statistics is a pseudo-Boolean function itself, and we have the following (exact) expansion of the log probabilities

$$\log p(x; \theta) = \sum_{\alpha \in \mathcal{X}} \theta_\alpha x^\alpha - \psi(\theta).$$

(10)
where $L^* = L \setminus \{0\}$. Statistical models of this form belong to the exponential family, they are known as (saturated) log-linear models, and are well studied in categorical data analysis for the analysis of contingency tables [2]. From Equation (10) it follows that, without loss of generality, we can consider exponential models where the sufficient statistics are $\alpha$-monomials, i.e.,

$$p(x; \theta) = \exp \left( \sum_{\alpha \in M} \theta_\alpha x^\alpha - \psi(\theta) \right), \quad \theta_\alpha \in \mathbb{R}, \quad (11)$$

with $M \subset L^*$ and $\#(M) = k$. This allows to include in the model any order of interaction among the variables, by considering the proper monomial $X^\alpha$ among the set of sufficient statistics of the exponential family.

The following theorem provides a sufficient condition for the exponential family $E$ such that $(P)$ and $(M)$ are equivalent.

**Theorem 13.** Given $(P)$ and the stochastic relaxation $(M)$ based on $E$, if $\{X_i\}_{i=1}^n \subset \{X^\alpha\}_{\alpha \in M}$ there exists a sequence of distributions $(p(x; \theta_t))_{t \geq 1}$ in $E$ such that

$$\lim_{t \to \infty} p(x; \theta_t) = q \quad \text{and} \quad \mathbb{E}_\theta[f] = \min f, \quad \text{i.e.,} \quad (P) \quad \text{and} \quad (M) \quad \text{are equivalent}\quad \square$$

**Proof.** The exponential family includes only strictly positive distributions. Unless $f$ is constant, the minimum is never attained, and at most $\min_{x \in \Omega} f(x) = \inf_{\theta \in \mathcal{P}} \mathbb{E}_\theta[f]$. By Theorem 7, we know that there exits a sequence in $E$ that converges in probability to the $\delta(x)$ distribution if all points in $\Omega$ are exposed faces of the marginal polytope $P$. When the sufficient statistics coincide with the set of variables $X_i$, i.e., in the case of the independence model of Equation (3), $P$ is the $n$-dimensional hypercube with vertices in $\Omega$, where each of the $2^n$ vertices corresponds to a degenerate distributions $\delta(x)$. Since all monomials $X^\alpha$ are linearly independent and orthogonal, any marginal polytope generated by a subset of monomials that includes $\{X_i\}_{i=1}^n$ has the same number of vertices. In other words, since any $X^\alpha$ is a function of the $X_i$’s, the new vertices are a lifting of the hypercube vertices, so they remain exposed. This implies, by Theorem 7, that there exists a sequence $(p(x; \theta_t))_{t \geq 1}$ of densities in $E$ such that $\lim_{t \to \infty} p(x; \theta_t) = \delta(x)$ and $\lim_{t \to \infty} \mathbb{E}_\theta[f] = \min f$. The convergence in probability ensures that when $t$ is big enough, solutions to $(P)$ can be sampled with probability as close as desired to 1 from distributions in such a sequence. \square

Sequences described in the previous theorem can be constructed in different ways. For instance, from a theoretical point of view, they could be obtained from a Gibbs distribution where the energy function admits $x^*$ as minimum, but of course in practice we do not know it, unless we could efficiently use $f$ as the energy function itself, as proposed in BEDA [28]. More in general EDAs try to generate sequences of this form, where the empirical mean of $f$ with respect to the population decrease in probability from one iteration to the next, by iteratively selecting best individuals, learning a statistical model, estimating its parameters, and then sampling a new population. In Section 5 we propose a method to generate such sequences explicitly by estimating the natural gradient of $f$.

**Theorem 14.** Consider the stochastic relaxation $(M)$ based on the exponential family $E$

(i) $p_\theta$ in $E$ is stationary if and only if $\text{Cov}(f, X^\alpha) = 0$ for all $\alpha$ in $M$

(ii) if $f$ can be expressed as a linear combination of the sufficient statistics of $E$

1. $\nabla \mathbb{E}_\theta[f]$ never vanishes

2. $\mathbb{E}_\theta[f]$ is a linear function in the $\eta$ parameters.

(iii) any stationary point of $\mathbb{E}_\theta[f]$ is a saddle point

**Proof.** (i) The result follows from Proposition 9.

(ii) We prove the result by contradiction. Suppose the gradient vanishes, i.e., $\text{Cov}_\theta(f, X^\alpha) = 0$ for all $\alpha$ in $M$. Then we have

$$0 = \sum_{\alpha \in M} c_\alpha \text{Cov}_\theta(f, X^\alpha) = \text{Cov}_\theta(f, f - c_0) = \text{Var}_\theta(f),$$

which leads to a contradiction unless $f$ is constant.

(iii) In order to simplify the notation, we define an arbitrary total order of the sufficient statistic $X^\alpha$ of $E$, and introduce the $k$-dimensional vectors $T = (X^\alpha)_{\alpha \in M}$ and $\theta = (\theta_\alpha)_{\alpha \in M}$. Let $\beta = (\beta_1, \ldots, \beta_k) \in N = \{0, 1\}^k$, the usual multi-index notation applies to the partial derivative operator $D$, such that $D^\beta = \partial^{\beta_1} \partial^{\beta_2} \ldots \partial^{\beta_k}$. Suppose $\bar{\theta}$ is a stationary point for $\mathbb{E}_\theta[f]$. In order to determine its nature we Taylor series approximation evaluated in $\bar{\theta}$ and truncated at order $m$, i.e.,

$$\mathbb{E}_\theta[f] = \mathbb{E}_{\bar{\theta}}[f] + \sum_{\beta \in N, \|\beta\|_\infty = m} \frac{m!}{\beta!} \mathbb{E}_{\bar{\theta}}[f] \partial^{\beta} \mathbb{E}_{\bar{\theta}}[f] (\bar{\theta} - \bar{\theta})^\beta + O(\|\theta\|^{m+1}),$$

where $m > 1$ is the smaller value such that at least one higher-order covariance of order $m$ differs from zero. Under this hypothesis, when $m = 2$ by Proposition 9 (ii) we have that $\partial_i \partial_j \mathbb{E}_{\bar{\theta}}[f] = 0$, with $i = 1, \ldots, k$. Similarly, when $m > 2$ by applying Proposition 15 (iii) and (v), all non vanishing partial derivatives of order $m$ have distinct indices. Finally by Proposition 9 (iv) follows that higher-order covariances reduce to covariances between two random variables, i.e.,

$$g(\theta) = \sum_{\beta \in N, \|\beta\|_\infty = m} \frac{m!}{\beta!} \mathbb{E}_{\bar{\theta}}[f] \partial^{\beta} \mathbb{E}_{\bar{\theta}}[f] (\bar{\theta} - \bar{\theta})^\beta = \sum_{\beta \in N, \|\beta\|_\infty = m} \frac{m!}{\beta!} \text{Cov}_\theta(f, T^\beta) (\theta - \bar{\theta})^\beta.$$

Folows that $g$ is a $k$-dimensional square-free homogeneous polynomial of degree $m$ in $\theta$, which is indefinite. Indeed in $\theta = \bar{\theta}$ the gradient vanishes and the Hessian matrix $H$ has entries on the diagonal equal to zero. This implies that $H$ has eigenvalues with different sign, since their sum must equal the trace of $H$, which is zero. Since $H$ is not identically null, there must be at least a strictly positive and a strictly negative eigenvalue, so that the polynomial is indefinite. Follows that $\bar{\theta}$ is a saddle point. We conclude the proof by observing that under the hypothesis that all $\{X_i\}_{i=1}^n$ appear as sufficient statistics of the model, $m$ must be less or equal to $k$. We prove that by contradiction. Suppose $m > k$, then we have

$$0 = \sum_{\alpha \in M} c_\alpha \text{Cov}_\theta(f, X^\alpha) = \text{Cov}_\theta(f, f - c_0) = \text{Var}_\theta(f),$$

which leads to a contradiction unless $f$ is constant. \square
The previous theorem, and in particular the statement that any critical point for the expected value of \( f \) is a saddle point, implies that a gradient descent heuristic will converge towards the boundary of the model, or in other words, that one of more of the \( \theta \) parameters will diverge. In particular, if the model encodes the interactions of \( f \), a local search method based on gradient descent can converge to the global optimum, independently on the starting point. Of course the evaluation of the exact gradient is not computationally feasible when \( n \) is large, thus in the next section we proposed a meta-heuristics based on stochastic natural gradient descent.

5. STOCHASTIC NATURAL GRADIENT DESCEND

By leveraging on the results presented in the previous sections, we propose an algorithm that updates explicitly the model parameters in the direction of the natural gradient of the expected value of \( f \). This approach fits the framework of the stochastic relaxation, and the algorithm can be described as a sequence of points in a statistical model that converges towards the boundary of the model. Differently from most of the EDAs described in the literature, the parameters are not estimated from a selected population, rather what is estimated from the samples is the direction and the size of the natural gradient.

From the analysis carried out in the previous section, the gradient of \( E_\theta[f] \) in the exponential family can be evaluated in terms of covariances, but since this evaluation requires a summation over the entire search space \( \Omega \), we replace the exact covariances with empirical covariances and estimate them from the current population. The basic iteration of an algorithm that belongs to the Stochastic Natural Gradient Descent (SNGD) meta-heuristic can be summarized in the following steps.

**Algorithm 1: SNGD**

1. Let \( \mathcal{E} \) be an exponential model and \( \mathcal{P}^0 \) the initial population, set \( t = 0 \) and \( \theta^t = 0 \)
2. Evaluate the fitness of \( \mathcal{P}^0 \)
3. Evaluate the empirical covariances \( \hat{\text{Cov}}(f, T_i) \) and \( \hat{\text{Cov}}(T_i, T_j) \) from \( \mathcal{P}^t \), and let \( \bar{\nabla E}[f] = \bar{\nabla E}[f]I^{-1} \)
4. Update the parameters \( \theta^{t+1} = \theta^t - \gamma \bar{\nabla E}[f] \)
5. Sample the population \( \mathcal{P}^{t+1} \) from \( p(x; \theta^{t+1}) \in \mathcal{E} \)
6. Set \( t = t + 1 \)
7. If termination conditions are not satisfied, GOTO 2.

The samples in \( \mathcal{P}^0 \) are usually generated randomly, but in case of prior knowledge about the function to be minimized, a non-uniform population can be employed. The parameters of the algorithm are the size of the population \( \mathcal{P}^t \), and the step size \( \gamma \), together with the number of iterations of the Gibbs sampler and the value of the initial temperature \( T \).

We included a vanilla version of the algorithm in Evoptool, an extensible toolkit for the implementation and evaluation of EC algorithms over a set of fixed benchmarks, available for download on the AIRWiki webpage, see [43].

We generated populations of different sizes, up to 150 times larger than \( n \), and we set \( \gamma = 1 \), and the initial temper-ature \( T = 1 \). The value of the \( \gamma \) parameter much depends on the minimum and maximum value of the fitness function, that for these preliminary tests has been normalized between 0 and 100, in such a way that when the minimum of the benchmark problem is found, \( f = 100 \), on the other side, the maximum corresponds to \( f = 0 \). The choice of the value of the parameters comes from experimental evaluations, that we plan to extend and make more rigorous in the next implementations of the algorithm.

The advantage of such approach, compared to the single iteration of an EDA, is that the computation of the empirical covariances is relatively fast, since it is linear in the sample size, and quadratic in the number of parameters of the model. Other techniques, such as the solution of an overdetermined linear system via singular value decomposition, used to estimate the parameters of the model in DEUM, or for instance the calculation of maximum likelihood estimator, for the exponential family, are in general more computational expensive. As a drawback, in order to generate robust and accurate estimations of the covariances, this approach requires large populations.

We tested the algorithm to determine the ground states of a set of instances of a 2D Ising spin glass model, where the energy function is defined over a square lattice \( E \) of sites by

\[
f(x) = - \sum_{i=1}^{n} c_i x_i - \sum_{i<j \in E} c_{ij} x_i x_j.
\]

The sufficient statistics of the exponential family \( \mathcal{E} \) employed in the relaxation have been determined according to the lattice structure, in particular the have been chosen to match all the monomials in the expansion of \( f \) in Equation (12).

We compared the performance of our algorithm with Is-DEUM [41], an implementation of DEUM specifically designed to solve spin glass problems, and with other two popu-
lar EDAs, PBIL and sBOA. PBIL is a univariate EDA based on the independence model, while sBOA employs Bayesian Networks, estimated at each iteration form the selected population. We ran multiple instances of the algorithms, for different sizes of the lattice. Figure 1 shows the results of a set of experiments run over 8x8 instances randomly generated, where all algorithms employ the same population size. Preliminary results show that, similarly to Is-DEUM, our implementation of SNGD is able to find the ground state of the Ising spin glass after few generations.

The most critical parameter of the SNGD algorithm is the size of the population generated at each iteration by the Gibbs sampler. Clearly, the larger the sample size, the more accurate the predictions of the covariances are. Indeed, even if we are in the hypothesis of Theorem 12, so that there are no critical points in the model and there exists a unique basin of attraction, in case of small populations the algorithm may get trapped in local minima, since the closer to the boundary the distribution is, the smaller the variance of the sample. Figure 2 shows how the fitness of the best individual after convergence of the algorithm changes, for different values of the population size. In order to avoid premature convergence to non optimal solutions, the population size must be chosen according to both the problem size $n$ and the number $k$ of parameters of the model.

6. DISCUSSION AND FUTURE DIRECTIONS OF RESEARCH

In this paper we presented an approach to pseudo-Boolean optimization based on the idea of the stochastic relaxation. We introduced a parameterization based on the natural parameters of the exponential family and we discussed some properties of this family of statistical models. In particular we showed that the choice of a proper model in the relaxation becomes crucial to avoid the presence of critical points for the expected value of $f$. The analysis carried out in the paper leads to the definition of a class of algorithm based on stochastic natural gradient descent, called SNGD, where the gradient is estimated through the evaluation of empirical covariances. Preliminary experimental results are encouraging and compare favorably with other recent heuristics proposed in the literature.

We identified two promising directions of research. First, since we deal with a sample size that is much smaller than the cardinality of the sample space, the estimation of the covariances is affected by large noise. For this reason it seems convenient to replace empirical covariance estimation with other techniques which proved to be able to provide more accurate estimation, such as shrinkage approach to large-scale covariance matrix estimation [40]. Such method offers robust estimation techniques with computational complexity which is often no more that twice that required for empirical covariance estimation.

Second, similarly to many multivariate EDAs, when the interactions of $f$ are unknown, we can incorporate in the algorithm some model building techniques able to learn from the samples a set of statistically significant correlations between the variables in $f$. Often in many real world problems we deal with sparse functions, i.e., each variable interact with a restricted number of other variables, under this hypothesis, we propose to employ $\ell_1$-regularized methods for high-dimensional model selection techniques [35].

The algorithm we proposed is highly parallelizable, both in the estimation of covariances and in the sampling step. The final aim is to develop an efficient and effective approach to adaptively solve very large pseudo-Boolean problems also in the black-box context for which the interaction structure among the variable is unknown.
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[Added text]
The following proposition describes some properties of the exponential family, together with some generalizations to higher order partial derivatives.

**Proposition 16.** Let $p_\theta$ be a density in $\mathcal{E}$

(i) $\partial_1 \psi(\theta) = E_\theta[T_1], \ i = 1, \ldots, k$

(ii) $\partial_1^2 \psi(\theta) = \text{Cov}_\theta(T_1, T_1) = \partial_1\partial_1 \psi(\theta)$, $i, j = 1, \ldots, k$

(iii) $\partial_1 \partial_2 \psi(\theta) = \text{Cov}_\theta(T_1, T_2) = \partial_1\partial_2 \psi(\theta)$, $i, j = 1, \ldots, k$

(iv) Let $i_1, \ldots, i_m$ be distinct indices in $1, \ldots, k$, if all partial derivatives of $\psi(\theta)$ up to order $m - 1$ vanish at $\theta$, then

$$\partial_1 \psi(\theta) = \text{Cov}_\theta(T_1, \ldots, T_m)$$

with $m > 3$

**Proof** (i) and (ii) are well known results in the literature, see for example [10, Chapter 2]. As to (iii), we have

$$\partial_1 \partial_2 \partial_3 \psi(\theta) = \partial_3 \text{Cov}_\theta(T_1, T_1) = \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

As to (iv), we notice that the derivative of the $(m - 1)$-order covariance generates the $(m - 1)$-order covariance and a sum of terms which are products of lower order covariances, i.e.,

$$\partial_1 \partial_2 \partial_3 \psi(\theta) = \partial_3 \text{Cov}_\theta(T_1, T_1) = \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

$$= \partial_3\partial_1\partial_2 \psi(\theta)$$

Starting from $m = 4$, the derivative of $\psi(\theta)$ equals a sum of products of terms, that all vanish by hypothesis except for the 4th-order covariance. Similarly for higher order cases. □
Proof of Proposition 9

(i) \( \partial_t \mathbb{E}_\theta[f] = \partial_t \mathbb{E}_\theta \left[ f \exp \left( \sum_{i=1}^{k} \theta_i T_i - \psi(\theta) \right) \right] \)

\[ = \mathbb{E}_\theta[f (T_i - \partial_t \psi(\theta))] = \mathbb{E}_\theta[f(T_i - \mathbb{E}_\theta[T_i])] = \text{Cov}_\theta(f, T_i) \]

(ii) \( \partial_t \partial_j \mathbb{E}_\theta[f] = \partial_j \mathbb{E}_\theta[f (T_i - \partial_t \psi(\theta))] \)

\[ = \mathbb{E}_\theta[f (T_i - \partial_j \psi(\theta))] \]

\[ = \mathbb{E}_\theta[f(T_i - \mathbb{E}_\theta[T_i])] \]

\[ = \mathbb{E}_\theta[f(T_i - \mathbb{E}_\theta[T_i])] \]

\[ = \text{Cov}_\theta(f, T_i, T_j) \]

(iii) The formula is true for \( m = 3 \), it is easy to show that

\[ \partial_t \partial_j \partial_k \mathbb{E}_\theta[f] = \partial_k \text{Cov}_\theta(f, T_i T_j) = \partial_j (\mathbb{E}_\theta[f T_i T_j] - \mathbb{E}_\theta[f] \mathbb{E}_\theta[T_i T_j]) \]

\[ = \text{Cov}_\theta(f, T_i T_j, T_k) - \text{Cov}_\theta(f, T_i) \text{Cov}_\theta(f, T_j) \text{Cov}_\theta(T_k, T_j) + \]

\[ - \mathbb{E}_\theta[T_i T_j] \text{Cov}_\theta(f, T_i, T_k) - \text{Cov}_\theta(f, T_k) \text{Cov}_\theta(T_i, T_j) + \]

\[ - \mathbb{E}_\theta[T_j] \text{Cov}_\theta(f, T_i, T_k) - \text{Cov}_\theta(f, T_k) \text{Cov}_\theta(T_j, T_i) + \]

\[ - \mathbb{E}_\theta[T_i] \text{Cov}_\theta(f, T_k) \text{Cov}_\theta(T_i, T_j) + \]

\[ - \mathbb{E}_\theta(f, T_j) \text{Cov}_\theta(T_k, T_i) - \mathbb{E}_\theta(f, T_i) \text{Cov}_\theta(T_k, T_j) \]

The derivative of the \( m \)-order covariance generates the \((m + 1)\)-order covariance and a sum of terms with are product of lower order covariances, i.e.,

\[ \partial_m \text{Cov}_\theta(f, T_{i_1}, \ldots, T_{i_{m-1}}) = \partial_m \mathbb{E}_\theta[\mathbb{T}_{i_1} \cdots \mathbb{T}_{i_{m-1}}] \]

\[ = \mathbb{E}_\theta[\mathbb{T}_{i_1} \cdots \mathbb{T}_{i_{m-1}}] + \mathbb{E}_\theta[\mathbb{T}_{i_1} \cdots \mathbb{T}_{i_{m-1}}] \partial_{i_m} \mathbb{T} \]

\[ + \mathbb{E}_\theta[\mathbb{T}_{i_1} \cdots \mathbb{T}_{i_{m-1}}] \partial_{i_m} \mathbb{T} \]

\[ = \text{Cov}_\theta(f, T_{i_1}, \ldots, T_{i_m}) - \text{Cov}_\theta(f, T_{i_m}) \text{Cov}_\theta(T_{i_1}, \ldots, T_{i_{m-1}}) \]

\[ - \sum_{j=1}^{m-1} \text{Cov}_\theta(T_{i_m}, T_{i_j}) \mathbb{E}_\theta \left[ \mathbb{f} \prod_{k=1, k \neq j}^{m-1} \mathbb{T}_{i_k} \right] \]

Starting from \( m = 4 \), the derivative of \( \mathbb{E}_\theta[f] \) equals a sum of products of terms, that all vanish by hypothesis except for the 4th-order covariance. Similarly for higher order cases.

(iv) The formula is true for \( m = 2 \), see Proposition 15 (ii).

Starting from \( m > 2 \), before taking derivatives of covariances of order equal to 3, apply Proposition 15 (i), so that the \( m \) order derivative of \( \mathbb{E}_\theta[f] \) is a sum of terms which are products of lower order covariances. By hypothesis all terms vanish, expect the covariance between \( f \) and the product of the sufficient statistics. □