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ABSTRACT

We describe a face detection algorithm, which
characterizes and localizes skin regions and eyes in
2D images using color information. The method
is scale-independent, works on images of either
frontal, rotated or tilted faces, with a single person
or group of people, and does not require any man-
ual setting or operator intervention. The algorithm
has been used successfully as first step of a person
identification system.

1. INTRODUCTION

Due to the high inter-personal variability (e.g. gender
and race), the intra-personal changes (e.g. pose and
expression), and the acquisition conditions (e.g. light-
ing and image resolution) face detection is not a trivial
task and it is still an open problem.

In the last decade, several works have been pre-
sented [14]; more recently color has been considered
a useful information, since it supplies powerful meth-
ods in terms of scale and pose independence, as well
as robustness to occlusions; the critical point regards
the management of very different illumination condi-
tions. In [9], [11], [12], [13] the skin color distribution
is modelled with a Gaussian mixture. Such approach
seems reasonable in consideration of the fact that hu-
man skin forms a relatively tight cluster in color space,
even when different races are considered [8]. Another
advantage is that, as shown in [13], a simple mixture
of two bidimensional Gaussians is suitable for model-
ing the skin color distribution. The main problem of
this method regards the determination of a threshold
on the probability measure to decide which pixels cor-
respond to skin: both a fix and an adaptive threshold
fail especially in complex scenes and in particularly
unhomogeneous illumination conditions.

Recently in [7] a more robust solution has been
presented: before segmenting an image, a non linear
transformation to the Y PbPr color space is applied

to make the skin cluster luma-independent.While such
approach works well in most of the situations, it still
fails in the challenging ones, where, in general, it pro-
duces a high percentage of false positive. Such wrong
segmentation requires to deal with more uncertainty
in the next steps, and in some case it is the cause of
errors.

In this paper we propose a method consisting in two
steps: at first skin regions are looked for, then an eye
detector searches for the presence of eyes within them
(validation step).

The skin region detector is based on a Gaussian
mixture model and a region growing algorithm that,
starting from the pixels with the highest probability
of being skin, dilates the corresponding regions tak-
ing also into account the presence of borders, which
function is to brake the dilation.

The validation step consists in selecting the re-
gions with a typical eye chromatic characterization,
and classifying them as eye or not eye by means of
Support Vector Machines: if at least one eye is present
within the skin region, we conclude that it is a face,
otherwise we discard it.

The method is able to detect a face either in the fore-
ground or in groups, independently of scale, head rota-
tion and partial occlusions, providing that at least one
eye is visible. It works with very different illumination
and background conditions.

The paper is organized as follows: in section 2 the
skin region localization algorithm is described; in sec-
tions 3 and 4 the eye characterization and detection
are presented; in section 5 results and further develop-
ments are discussed.

2. SKIN REGION LOCALIZATION

To characterize the skin colors, we model a signifi-
cant sample S with a Gaussian mixture. According to
[13], we adopt a simple and statistically well justified
model made of two bidimensional Gaussians each one



parameterized by (µi, σ2
i I). The parameters are esti-

mated using the EM algorithm [10]. The means µi are
initialized calculating the clustering [4] of S into two
clusters and taking the two centroids, while the vari-
ances, σ2

i , are initialized considering the dispersion of
the samples in S.

Regarding the construction of S, we have payed at-
tention to gather samples of different people whose
pictures have been taken in very different illumination
conditions. In particular, we have collected four mil-
lion samples taking pictures of 8 caucasian people un-
der 10 illumination conditions.

Using the sample chrominance components, we
have built the Gaussian mixture models in the YPbPr
color space, having verified its appropriateness as re-
ported in [11].

Once the skin color model is built, in order to obtain
a robust skin map, we identify the pixels in the image
which have a high probability of being skin and itera-
tively grow the corresponding regions, making the ex-
pansion stop at the face borders. Of course we do not
know where the face borders are, thus we look for the
most significant edge pixels in the image and modify
their colors so that they will have a very low proba-
bility of being skin, this is obtained emphasizing the
green components.

At each iteration the colors of the found skin map
pixels are changed into the color with the highest
probability and the image is then low pass filtered.
This process has the effect of ‘absorbing’ the weak-
est edges, usually due to shadows, while stopping the
skin map expansion at the strongest borders. More
precisely, we designed the following algorithm:

• Input: I= Original RGB Color Image

• Initialization:

1. Transform the RGB image into the Y PbPr
color image

2. Calculate the pyramids of the three planes
Y, Pb, Pr

3. For each level l of the pyramids, and for
each color plane, extract the edge pixels by
means of Sobel edge detector, and threshold
them

4. Construct the border image B: each edge
image votes for all its edge pixels, and the
votes are added in B, which is finally nor-
malized.

5. Build I0: (I0) = (Red(I), Green(I) + B ·
(255 − Green(I)), Blue(I))

• Iteration for t = 0, ..9:

1. if t > 0:

Fig. 1. Face localization: Original image; B: Border
image; Initial skin map; Final skin map

– It = It−1

– ∀ pixel p ∈ St−1, It(p) = the color in
the image with the highest probability
to be a skin color pixel

– It = Gauss(It), where Gauss is a
Gaussian filter (5 × 5) applied to each
color plane

2. Calculate the probability image P t, such
that for every p ∈ It, P t(p) is the proba-
bility of being a skin color pixel

3. Determine the thresholds th1 = [8/10 ·
max(P t)] and th2 = [1/10 · max(P t)]

4. Calculate the skin map St thresholding P t

with th1, and aggregating to the obtained
regions the pixels p such that P t(p) > th2

• Final skin map: to each connected region in S9,
apply a n×n morphological closing operator with
n proportional to the region area.

• Output: The final skin map

In figure 1 we show the output of the most signifi-
cant steps of the algorithm on an image with two peo-
ple in foregrounds. It can be seen that all the skin re-
gions are localized very precisely and that to discrimi-
nate between faces and non faces a validation criterion
is necessary (see next paragraph).

A comparison of our skin localization algorithm
with the one presented in [7] can hardly be made since
we do not know which images of the cited database [1]
have been used by the authors for their test. To have an
idea of the different performances, we made an imple-
mentation from their description. Our algorithm, al-
though computationally more expensive, is much more
selective in the skin identification (see fig. 2) making
the subsequent validation step easier.



Fig. 2. Some result: First line: original images; Sec-
ond line: Our skin maps; Third line: Skin maps ob-
tained with our implementation of the algorithm de-
scribed in [4]

3. EYE CHARACTERIZATION

To determine if a skin region corresponds to a face or
not, different criteria could be adopted [7], [14]. The
method we propose verifies whether at least one eye
is present in the skin region; to this end, rather than
examine the whole skin region, we first restrict the re-
search area localizing the potential eyes, and then we
validate them by means of a classifier.

As observed in [7], the eyes are characterized in the
PrPb planes by a low red component and a high blue
one; on the basis of that, the authors defined the fol-
lowing EyeMap transformation:

EyeMap =
1

3
{(P 2

b ) + (P̂r)
2 + (Pb/Pr)}

where P 2
b , (P̂r)

2, and Pb/Pr all are normalized to the
range [0, 255] and P̂r is the negative of Pr (i.e 255 −
Pr).

Since it can happen that the EyeMap has high values
in correspondence to the mouth too, we calculate also
the MouthMap with the transformation:

MouthMap = (255 − (Pr − Pb)) · P
2
r

we binarize it maintaining the 4% highest values, and
put to 0 in the EyeMap the pixels corresponding to the

mouth. At this stage the EyeMap image is thresholded,
maintaining the 20% of the highest values.

Moreover, examining the eye luminance values, we
observe that they are always among the darkest within
the skin region. Thus, to strengthen the eye localiza-
tion, we threshold the normalized gray level portion
of image corresponding to the considered skin region,
maintaining the pixels with a gray level lower than 0.3,
and we multiply it with the binary EyeMap.

To distinguish between eyes and all the other
possible regions identified by this module we have
trained a Support Vectore Machine (C-SVM) with
RBF parametrized by γ = 1

2σ2 = 0.005, and C = 1
for the Eye Class and C = 3 for the Non Eye one thus
penalizing false positives. With this setting we have
obtained an error of 2.7%, having used a training and
a test set respectively of 4857 and 4819 gray level im-
ages taken from the FERET Database [2].

In the following we describe the eye detection
method based on the trained support vector machine
classifier.

4. EYE DETECTION

Starting from the regions r highlighted in the previous
section, we try to localize the eyes, if present.

In order to speed up the procedure, we first extract a
sub-set of pixels from each region r: we consider only
the positions corresponding to the vertices of a lattice
overlapped to r, whose spacing is proportional to the
dimension and regularity of r.

More formally, being Ar the area of r, and ABB(r)

the area of the bounding box strictly enclosing r, we
define the lattice spacing Cr as:

Cr =

⌈(

Ar

π
·

Ar

ABB(r)

)

/1.5

⌉

For each visited point, we extract 3 candidates sub-
images which vary in scale, we give them as input to
the C-SVM classifier, and we construct a cumulative
image Cimg where to each vertex of the lattice is at-
tributed the sum of the output obtained at the different
scales, interpreting them as the distance of the sub-
image from the margin.

We extract the positions ci in which the Cimg values
are greater than th1 = 0.7·max(Cimg), and we cluster
them according to their mutual distance, determining
the cluster centroids.

Among the positions in Cimg which are ‘close’ to
the found centroids, we determine the ones whose val-
ues are greater than th2 = 0.1 ·max(Cimg), obtaining
the points aj .

We then calculate the final centroids which take also
into account the second group of found points but as-



sociating to them a lower weight. Such centroids rep-
resent the potential eye positions.

Finally we calculate for each centroid n a vote vn,
according to the following rule:

vn =
t ·

∑t

k=1 Cimg(ct) + z
∑z

j=1 Cimg(aj)

e

where: ci are the points whose centroid is n and
whose values in Cimg are greater then th1; t is the
cardinality of the set ci; aj are the points whose cen-
troid is n and whose values in Cimg are greater then
th2; z is the cardinality of the set aj ; e is the number
of visited pixels in a square window centered in n and
with side equal to 8 · Cr + 1.

A position n is classified as ‘eye’, if the correspond-
ing vn is greater than the threshold th3 = 0.5.

In order to determine th3, we have examined the
distributions of the vn corresponding to eye and not-
eye regions extracted from 100 face foreground im-
ages. Regarding the eyes, we obtained a mean value
equal to 2.16 and a standard deviation equal to 1, while
the corresponding values for the not-eyes are 0.58 and
0.65. Moreover we observe that 162 eye regions have
arrived to this validation step, against the 26 corre-
sponding to not-eyes. This consideration highlights
the fact that most of the not-eye regions have already
been discarded in the previous steps, allowing at this
stage to adopt a threshold which captures also the
queues of the eye distribution.

5. RESULTS AND DISCUSSION

We have experimented the face detection algorithm
both on images representing single faces, and on im-
ages representing groups of people.

For the test on single face images we have chosen
the XM2VTS Database [3], and ours, for a total of
1000 images.

For the test on groups of people we have taken a set
of 20 images acquired in our laboratory.

The XM2VTS Database consists of 750 true color
images of face foregrounds. The people differ for the
race, the expression and the age. The images have
been taken with a blue background, good illumination
conditions, frontal pose.

Our database consists of 250 true color images of
face foregrounds. The people are all Caucasian, and
they differ for pose, and age. The images have been
taken at different scales with a light and homogeneous
background, and good illumination conditions.

In table 1 we report the results obtained on the 1000
foreground images, organized according to the num-
ber of eyes correctly found, and the number of false
positives.

N. of eyes correctly N. of % of the
classified false positives total

2 0 63.8%
2 1 1.9%
2 2 0.3%
1 0 21.7%
1 1 3.0%
1 2 0.3%
0 0 6.0%
0 1 2.5%
0 2 0.5%

Table 1. Eye detection results obtained on a database
of 1000 foreground color images.

The obtained results are encouraging, considering
that with the objective of validating a face we arrive to
a success in 91% of the cases, that is when at least one
eye is detected.

However, when this module is used as first step of a
face recognition system, it is important to detect both
and only the two eyes. Without any further consider-
ation, we would have too low performances: 63.8%
of hits, while, under the assumption of verticality and
exploiting the information about the skin map (dimen-
sion, position,...), we can improve significantly the
system performance. In particular, in order to solve
the ambiguity due to the presence of false positives,
we select the two positions which are approximately
at the same height and at a plausible distance; regard-
ing the case in which only one eye has been correctly
localized, we can localize the other at the same height
and at an estimated distance, while discarding the false
positives considering their relative positions within the
skin map. These considerations allow us to detect two
and only two eyes in the 91% of the cases.

Once localized the two eyes, we can easily detect
the other facial features (nose, mouth, and chin) and
identify for each of them the fiducial points [6]. The
face is characterized by a vector, called jets vector, ob-
tained applying a bank of Gabor wavelet filters to each
fiducial point [5]. In order to recognize a test image,
we calculate a similarity measure between its jets vec-
tor and the ones corresponding to the images in the
gallery: the test image will be recognized to be the
image in the gallery which maximizes the similarity
measure. We have experimented the whole recogni-
tion system on 600 images of the XM2VTS Database
[3], obtaining 92% of hits.

The test on images representing groups of people
has been carried out on a set of 20 images representing
2, 3 or 4 people, for a total of 60 people. The algorithm
has detected correctly 55 people, and has given only 3
false-positives. We observe that in this context the skin



detection module plays a more important role, since it
has to deal with more complex scenes; our algorithm
has shown high selectivity, producing very few false
positives.

Concluding, the system has shown to be robust to
different scales, illumination conditions, head poses,
and contexts. We are now working on the eye detec-
tion module, experimenting other support vector ma-
chines; this would make the system more robust, al-
lowing to have higher performances, even without the
assumption of head verticality. Moreover we are inter-
ested in experimenting the method on a larger database
of groups of people, in order to highlight the potential-
ity of the system and its eventual problems.
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