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Applications based on
Neural Networks

Meural Network

g [ncluding connections
(called weights)
Input between neurons Cutput

Compare

Adjust
weights
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Neural Networks in Matlab

e What can we do with NN Toolbox?

— Fit Data with a Neural Network

— Classify Patterns with a Neural
Network

— Cluster Data with a Self-Organizing
Map

— Neural Network Time Series Prediction
and Modeling
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Neural Network Fitting Tool:
GUI (1/7)

°* nnstart

( J"Neural'Network Start (nnstart)

Welcome to Neural Network Start
Learn how to solve problems with neural networks,

£

{Getting Started Wizards ] Mare Informah‘or‘l|

Each of these wizards helps you solve a different kind of problem, The last panel
of each wizard generates a MATLAB script for solving the same or similar
problems, Example datasets are provided if ol do not have data of your awn,

Input-outpUt and curve fitting, @ Fitting Tool ]

Pattern recognition and classification. | & pattern Recogrition Tool |

dustering. [ &9 Clustering Tool ]

Dynamic Time series. I & Time Series Tool ]
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Neu

ral Network Fitting Tool:
GUI (2/7)

{ Neural'Network Fitting Tool (nftool)

s

Welcome to the Neural Network Fitting Tool.
Sdlve an input-output fitdng problem with a two-layer feed-forward

Introduction

In fiting problems, you want a neural network to map between a data set of
numeric inputs and a set of numeric targets.

Examples of this type of problem include estimating house prices from such
input variables as tax rate, pupifteacher ratio inlocal schools and crime rate
{house_dataset); estimating engine emission levels based on measurements of
fuel consumption and speed {engine_dataset); or predicting a patient's
bodyfat level based on body measurements (bodyfat_dataset).

The Meural Metwork Fitdng Tool wil help wvou select data, create and train a

network, and evaluate its performance using mean square error and
regression analysis.

ﬂ To continue, click [Next].

’ & MNeLral Network Start ] 4

[—

X

neural netwaork.,

Neural Network

Hidden L ayer

Output Layer

Iddien neurons and linear
oUtput neUrons (newfit), can fit muli-dimensional mapping problems arbitrarily
wiell, given consistent data and enough neurons in its hidden layer.

The network wil be trained with Levenberg-Marquardt backpropagation
algorithm {trainim), unless there is not enough memory, in which case scaled
conjugate gradient backpropagation (trainseg) wil be used.

@ C®next | [ @ cancel |
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Neural Network Fitting Tool:
GUI (3/7)

{ S Neural'Networlk Fitting Tool (nfiool) - ﬁ W

Validation and Test Data
Set aside some samples for validation and testing.

Select Percentages

Explanation
andomly divide up the samples: ree Kinds of Samples:
& Randomly divide Up the 506 sampl & Three Kinds of Sampl
W@ Training: 0% 354 samples | W Training:
@ validation: 15% M 76 samples These are presented to the network during training, and the netwark is

adjusted according to its error,
W Testing: 15% M 76 samples

@ valdation:

These are Used to measure network. generalization, and to halt fraining when
generalization stops improving.

W Testing:

These have no effect on training and so provide an independent measure of
network performance during and after training.

Two-fold validation

Restore Defaults

ﬂ Change percentages if desired, then click [Next] to continue

[ & Meural Network Start ] [ K welcome ]

[ @eack |[ ®next | [T@ cance |
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Neural Network Fitting Tool:
GUI (4/7)

/"Neural Network Fitting Tool (nftool)

Network Architecture
Set the number of neurons in the fiting network's hidden layer.

Hidden Layer
Define a fiting neural network (fitet)

Mumber of Hidden Meurons:

Restore Defaults

Neural Metwork

[ & Meural Network Start ] [ K welcome ]

Recommendation

Return to this panel and change the number of neurons if the network does
not perform well after training.

1 hidden layer

Hidden Layer Output Layer

ﬂ Change settings if desired, then click [Next] to continue

[ ®eack | ®hiext | [ @ cance |
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Neural Network Fitting Tool:
GUI (5/7)

The Levenberg—Marquardt

Train Network

algorithm (LMA),also known

Train Network

Train using Levenberg-Marquardt badkpropagation  (mairim) & samples MSE R a S t h e d a m p e d I e a St_sq u a res
o (DLS) method, provides a
76
numerical solution to the
Training automatically stops when generalization stops improving, as . . « e
indicated by an increase in the mean square error of the validation samples, p ro b I e m Of m | n | m l Z | n g a
Notes .
Wy Training multple tmes will generate different results due Mean Squared Error is the average squared difference fu n Ct I O n ) g e n e ra I Iy
to different inifial conditions and sampling. between oufputs and targets, Lower values are better,

ZEro means no ervar,

Regression R Values measure the correlation between

nonlinear, over a space of
w0 3 relom ot o O parameters of the function.
These minimization
problems arise especially in

0 Train network, then click [Next]. IeaSt Squares Curve fitting
[ & Neural Metwork Start ] [ Hd wiglcome ] . and nonlinear programming.
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http://en.wikipedia.org/wiki/Least_squares

Neural Network Fitting Tool:

Neural'Network Training (nntraintool)

Neural Network

Hidden Output

Algorithms

Drata Division Functon:

Training Function:

Progress

Epoch:
Time:
Farformance:
Gradient:

Ferformance Function:

Random Data Division Function  (dividerand)
Levenberg-Marquardt Training Functon (ainlm )
Mean Squared Error Performance Function (mse)

25 iterations 1000
0:00:03
432 [NEEO 0.00

1.00 g8.91 1.00e-05

[N 0.00100 0.0100 1.00e+10

Walidation Checks:

8] =] | &

Error Histagram (ploterrhist)

Fif:

{plotit)

V Opening Performance Plof

@ stop Training @ Cancel
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GUI (6/7)

Learning algorithm state

Evaluate the performance
of the training algorithm



Neural Network Fitting Tool:

Training: R=0.96819
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Test: R=0.94239

Output ~= 0.76*Target + 5.8

Output ~= 0.79*Target + 4.2
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GUI (7/7)

 Why four results?

* We need to evaluate:
— learning capability
— generalization capability
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Neural Networks in real applications

 The GUI has been used only for discussing basic
concepts

* Inreal applications, it is better to use command-line
functions
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* Learn by examples

e Exercises.pdf

Neural Networks:
Command-Line
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