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This paper presents a multimodal interactive system for non-visual (auditory-haptic) exploration of
virtual maps. The system is able to display haptically the height profile of a map, through a tactile mouse.
Moreover, spatial auditory information is provided in the form of virtual anchor sounds located in
specific points of the map, and delivered through headphones using customized Head-Related Transfer
Functions (HRTFs). The validity of the proposed approach is investigated through two experiments on
non-visual exploration of virtual maps. The first experiment has a preliminary nature and is aimed at
assessing the effectiveness and the complementarity of auditory and haptic information in a goal
reaching task. The second experiment investigates the potential of the system in providing subjects with
spatial knowledge: specifically in helping with the construction of a cognitive map depicting simple
geometrical objects. Results from both experiments show that the proposed concept, design, and
implementation allow to effectively exploit the complementary natures of the “proximal” haptic mod-
ality and the “distal” auditory modality. Implications for orientation & mobility (O&M) protocols for
visually impaired subjects are discussed.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Our everyday interactions with the world are intrinsically
multimodal. Assessing the relevance of a given sensory modality
on user behavior and performance is not trivial. In fact, the rele-
vance of a given modality depends on the accuracy and exploit-
ability of the information that it carries (Gibson and Pick, 2000).
Moreover, multiple modalities combine through integration and
combination (Ernst and Bulthoff, 2004). They interact with each
other also by means of cross-modal effects and correspondences
(Driver and Spence, 2000; Spence, 2011). A thorough under-
standing of these mechanisms is an essential asset for the devel-
opment of human–computer interfaces in which several unimodal
streams of information merge effectively into a multimodal
interactive display.

Spatial perception and spatial cognition (i.e., the acquisition,
organization, utilization, and revision of knowledge about spatial
environments) rely on multimodal information, although different
modalities differently contribute to the perception and cognition
by E. Motta

onazzo),
. Brayda),
d.it (F. Avanzini).
of space. More precisely, sensory modalities are traditionally
classified into “distal” and “proximal”. Touch is typically con-
sidered a proximal sense because tactile stimuli are generated as a
consequence of a direct contact between the body and external
objects. In contrast, vision is a distal sense as stimuli in vision arise
from distant objects. In the absence of vision, audition is the next
most reliable distal sense available. Accordingly, a largely accepted
view (originally attributable to Révész (1950)) is that the percep-
tion of space differs between modalities: haptic space is centered
on the body, whereas vision and audition are centered on external
coordinates.

A partially related concept (see Loomis et al., 2001 for an
extended discussion) is that spatial cognition, and especially
navigation within an environment, is based on two distinct and
complementary mechanisms: landmark-based navigation and
path integration. Landmarks provide subjects with direct sensory
information about their current position and orientation, possibly
in conjunction with an external or cognitive map, while path
integration allows them to constantly update their perceived
position and orientation, e.g. relative to some starting point.

Sensory modalities differ not only in terms of sensory input
channels or neural activity involved, but also in terms of sensor-
imotor skills. The differences between “hearing” and “seeing” lie in
the fact that, among other things, one is seeing if there is a large
change in sensory input when blinking; on the other hand, one is
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1 A 6-DOF position input/3-DOF force output haptic device with a stylus grip.
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hearing if nothing happens when one blinks but there is a
left/right difference when one turns the head, and so on. This line
of reasoning leads to the concept of it sensory substitution and
specifically implies that it is possible to obtain a visual experience
from auditory or tactile input, provided the sensorimotor laws that
are being obeyed are the laws of vision O'Regan and Noë, 2001.
Starting in 1967, the pioneering work of Bach-y-Rita on tactile-to-
vision substitution (see Bach-y Rita, 2004 for a review) first
showed the potential of this approach.

Touch and audition have been used in several applications
aimed at improving orientation and mobility (O&M) performance,
especially for visually impaired users, and particularly at sup-
porting spatial knowledge at least at three different levels:
knowledge about a point in space (e.g., a landmark or a destina-
tion), knowledge about a sequence of points (i.e. a path to a des-
tination, or “route knowledge”), and integrated knowledge about
the environment (i.e., cognitive-map like knowledge, or “survey
knowledge”): see Wiener et al. (2009) for a detailed discussion. In
everyday life subjects gain “on-line” cognitive mapping through
visual information while exploring an unknown environment, and
additional “off-line” information (maps and pictures) is often
previously available. Visually impaired users, who lack the possi-
bility to collect these two types of information, are required to use
compensatory sensory channels. In particular, obtaining sub-
stantial information and mapping of an unknown space before
arriving to it has been recognized to be crucial for supporting
secure O&M performance (Lahav and Mioduser, 2008; Loeliger and
Stockman, 2014).

One further issue is the possible dependence of internal spatial
representations and processes on previous and current visual
abilities (e.g., late-onset vs. early-onset blindness and total blind-
ness vs. low-vision). Although blind subjects perform less effi-
ciently of sighted subjects in many tasks requiring imagery, this is
not always the case and there is evidence that they often employ
compensatory mechanisms can overcome the limitations of sight
loss (Cattaneo et al., 2008). Moreover, some researchers suggest
that spatial representations are partially amodal, i.e. independent
from encoding modalities (Loomis et al., 2002; Klatzky et al.,
2003). This perspective is supported by experimental results
showing similarities between learning modalities and between
groups of sighted, late-blind, and early-blind users (Afonso et al.,
2010).

To date the most used navigation aid in the domain of O&M
activities is still the white cane, which (i) requires the user to be
immersed in the exploration space, (ii) provides mainly proximal
haptic information, collected through continuous interaction with
the environment, and (iii) provides proximal and distal informa-
tion implicitly emerging in the propagation of continuous impact
sounds. However, recent literature has shown that the develop-
ment of ad hoc multimodal virtual environments that allow active
exploration by users can be a great help for the acquisition of
spatial knowledge. Besides the already mentioned pioneering
work by Bach-y-Rita and coworkers, several applications appeared
in the last two decades, thanks to the increased computational and
expressive power. 3D audio in particular has been increasingly
exploited, as demonstrated by the introduction of the word “aur-
alization” back in the early 1990s (Vorländer, 2008). Also, a recent
systematic review of the literature on the sonification of physical
quantities (Dubus and Bresin, 2013) shows that spatial features of
sound are particularly effective to sonify quantities related to
kinematics, i.e. relative to motion and position.

Already Usoh et al. (1999) presented a comprehensive study of
the application of 3D audio and non-speech based sounds for
navigation and path finding. Another system for virtual map
exploration, HOMERE (Haptic and audiO Multimodality to Explore
and Recognize the Environment) (Lecuyer et al., 2003), replicated a
virtual white cane used during exploration of predefined paths,
and required a large and expensive installation with an audio
surround system. Lahav and Mioduser (2004, 2008) performed
several studies on map exploration by blind subjects, providing
insights about exploration strategies, methods, and processes, as
well as guidelines about the main features required for the
development of haptic virtual environments: in particular their
results showed a reduction in the exploration time for participants
previously trained in a virtual space compared to control groups
who explored a real space without training. These results led to
the development of a complex desktop virtual reality environ-
ment, BlindAid (Schloerb et al., 2010; Lahav et al., 2012), based on a
Phantom®1 device and spatial audio, and employing exploration
actions and commands borrowed from standard human–computer
interaction commands (such as zooming, scrolling, pausing, and
undoing).

A comprehensive set of works on the use of 3D audio for O&M
applications is due to Walker and coworkers. In a study on the
effects of non-speech auditory beacons in navigation perfor-
mances, they used sounds that change in timbre and position with
increasing levels of subject's practice, and showed that the learn-
ing experience of the system improved both speed and accuracy in
navigation performances (Walker and Lindsay, 2006). More recent
studies focused specifically on systems for the understanding of
the layout of an unfamiliar room (Jeon et al., 2012) and the
memorization of spatial scenes by means of 3D audio and idio-
thetic cues (Viaud-Delmon and Warusfel, 2014). Katz and cow-
orkers also provided a substantial amount of research to this topic.
In particular, they developed a system exploiting a 3D audio vir-
tual environment to investigate structural properties of spatial
representations in visually impaired people, initially presented in
Afonso et al. (2010) and Katz et al. (2012a). They also used a “ears
in hand” metaphor, originally proposed by Magnusson et al.
(2006): this metaphor proposes an egocentric view of the virtual
map, in which the ears of the user are virtually placed at the
position of the hand or handheld haptic device used to explore the
map. Their experimental results showed that the use of this
metaphor was found to be intuitive without any prior training
(Menelas et al., 2014).

Taken together, these works show that a proper combination of
haptic and auditory modalities can convey relevant information
for off-line learning of virtual setups that mimic real environ-
ments. More precisely, the multimodal feedback should be
designed so that intermodal conflicts are minimized, that infor-
mation is consistent with a real and ecological representation of
the world, and that the cognitive load for the user remains low.
Auditory cues in particular can provide useful global spatial
information while haptic feedback can be exploited to guide the
user locally.

In this paper we present a system for non-visual exploration of
virtual maps, based on haptic and auditory feedback. The system
shares some ideas and goals with the works discussed above, yet it
contains novel conceptual and technical features which will be
illustrated in Section 2. Section 3 describes the design of two
experiments aimed at assessing the validity of the proposed
approach. Both involve non-visual exploration of purposedly
simple virtual maps: at this stage of the work, the goal is not to
test the system on real-word scenarios, but rather to assess the
relative contributions of haptics and audition (and especially the
added benefits of their integration) in controlled conditions with a
small number of variables involved. Experimental results are
presented and analyzed in Section 4, while Section 5 is devoted to
global discussion and future developments.



Fig. 1. 3D sound rendering: Estimation of a subject's pinna contours and distances
from the ear canal entrance, from which the mismatch function with HRTF sets in
the database are computed.
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2. Auditory-haptic virtual maps

2.1. Concept and design

Our work focuses on the development of a system that helps a
user to explore a non-visual map in order to acquire, organize, and
revise knowledge about an unknown or unfamiliar environment
before actually visiting it. As already discussed, it has been pre-
viously shown that users who are given information and mapping
of an unknown space before arriving to it improve substantially
their O&M performance in the real environment (Lahav and Mio-
duser, 2008; Jeon et al., 2012). This kind of assistive technology can
be helpful especially for the acquisition of knowledge in indoor
and domestic environments, with implications for safety, and
recognition of furniture and home appliances.

With respect to previous works, the main distinguishing fea-
tures of our approach can be summarized as follows.

First, the main driving concept in the use of auditory and haptic
feedback is the exploitation of the complementarity between the
two sensory modalities. Haptics, as a proximal sense, should
provide information about local features in the virtual map being
explored, whereas audition, as a distal sense, should provide glo-
bal information about user's position within the map. In light of
our initial discussion, this also means that haptic feedback mostly
supports spatial cognition mechanisms based on path-integration,
whereas auditory feedback mostly supports mechanisms based on
global landmarks (Loomis et al., 2001).

Second, the above requirements are fulfilled through a design
that employs principles of ecological and minimalistic rendering,
i.e. a design that uses intuitive metaphors and provides a limited
amount of information in order to avoid cognitive overload. Haptic
feedback is based on a tactile bas-relief metaphor (ecological
rendering), in which only the height profile (minimalistic render-
ing) of a 3D map is sensed by the user through his/her finger. 3D
auditory feedback is based on the already mentioned “ears in
hand” metaphor (ecological rendering) (Magnusson et al., 2006),
in which only an abstract anchor sound at the center of the map is
simulated (minimalistic rendering).

Third, the implementation of this design uses a novel hardware
and software system. Specifically, it takes the form of an “audio-
tactile tablet” in which active exploration through a tactile mouse
allows to combine haptic and auditory information on a working
area the size of a tablet, which makes the system low-cost and
portable. Even more importantly, the implementation renders 3D
sound binaurally through headphones, using an engine developed
by some of the present authors (Spagnol et al., 2013; Geronazzo
et al., 2014). The engine is based on head-related transfer functions
(HRTFs), i.e. the frequency- and location-dependent acoustic
transfer functions between the sound source and the eardrum of a
listener. If a set of HRTFs is available (one pair of left and right
HRTFs for each desired sound source position), an anechoic sound
source can be virtually located in space by convolving it with the
corresponding pair of left and right HRTFs and presenting the
resulting binaural signal at the listener ears through headphones
(see e.g. Xie, 2013 for an overview). As detailed next, in this work
binaural rendering is adapted to individual anthropometry of the
user, with improved perceptual results (Geronazzo et al., 2014).

2.2. Binaural 3D audio rendering

Since the recording of individual HRTFs is both time- and
resource-consuming, alternative techniques for estimating them in
different and more convenient ways are highly desirable. A com-
mon but nonoptimal choice is to employ a pre-defined HRTF set
(e.g., recorded on a dummy head built according to average
anthropometric data, such as the KEMAR mannequin (Gardner and
Martin, 1995)) for any possible listener. However, individual
anthropometric features of the human body shape the HRTFs and
affect heavily the perception and the quality of the rendering
(Møller et al., 1996): accordingly, there is a growing interest in
more advanced HRTF selection techniques, that provide a user
with his/her “best matching” HRTF set extracted from a public
database, based on objective or subjective criteria (Seeber and
Fastl, 2003; Zotkin et al., 2004; Katz and Parseihian, 2012).

Our system employs a novel HRTF selection technique devel-
oped by some of the present authors (Geronazzo et al., 2014) and
briefly summarized here. For a given subject, a best matching
HRTF set is selected from a database based on relevant individual
anthropometric features. Specifically, one image of the subject's
pinna is used to compute an ad hoc defined mismatch function
between the main pinna contours and corresponding spectral
features (frequency notches) of the HRTFs in the database. The
mismatch function is defined according to a ray-tracing inter-
pretation of notch generation (Spagnol et al., 2013): as shown in
Fig. 1, the main notches of a HRTF can be extracted with reason-
able accuracy by calculating the distances between a point located
approximately at the ear canal entrance and the points at the
border of the helix (the contour labeled as C in Fig. 1), which is
thought to be responsible for the main pinna reflections.

For a given elevation ϕ of the incoming sound, the distance
between the pinna reflection point and the ear canal entrance is
d ctϕ ϕ( ) = ( ), where t ϕ( ) is the temporal delay between the direct
and reflected rays and c is the speed of sound. Assuming each
reflection to be negative and responsible for a single notch
(Spagnol et al., 2013), the corresponding notch frequency, f0 ϕ( ), is
estimated as
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Given a subject whose individual HRTFs are not available, the
mismatch m between his/her f0 notch frequencies (estimated from
Eq (1)) and the notch frequencies F0 of an HRTF set in the database
is defined as
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where elevation ϕ spans all the available frontal angles in the
database. The HRTF set that minimizes m is then selected as the
best HRTF set in the database for that subject.



Fig. 2. Tactile rendering of a virtual object with the TAMO, in which the height of the mouse lever (in contact with the finger) simulates object height.

2 http://puredata.info
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2.3. Tactile rendering

Haptic rendering is provided through the TActile MOuse
(TAMO) device, recently developed by some of the present authors
(Brayda et al., 2013). This device provides tactile stimuli using a
mouse-like interaction metaphor, as depicted in Fig. 2.

The TAMO moves on a sensing tablet (in this case having size
210�297 mm2) which represents the surface on which the virtual
map is displayed. The TAMO renders haptically the presence of
virtual objects and surfaces by moving a lever, placed above the
device, and creating a tactile contact on the subject's fingertip. As
shown in Fig. 2, when the mouse reaches a virtual object on the
map the stepper signals a virtual edge of a given height. The tactile
feedback corresponding to the minimum horizontal displacement
in the workspace is called taxel: information related to a single
tactile unit are stored and rendered like pixels in vision (Siegel,
2002). TAMO generates a taxel for each pixel of the working area,
similarly to a tactile bas-relief representation. The lever moves
from the ground horizontal position 00φ ≈ ° to a nearly vertical
position, corresponding to a rotation of 80maxφ ≈ °. In particular,
the TAMO hosts a servomotor which is position-controlled and has
a torque of 0.12 Nm, which is therefore transferred to the fingertip.
The minimum lever rotation (0.7°) can be achieved by the motor in
2 ms. The lever is 15 mm long; its rounded cap has a 1.6 mm radius
and is 1.5 mm wide. Participants were not forced to use the lever
in a mandatory way: this was done for two reasons: first, forcing
participants to adopt a fixed finger posture may distract him/her
from the task; second, we observed in past experiments that some
participants were touching the side of the lever to determine its
distance from the upper shell of the TAMO, therefore explicitly
touching the lever all along its length. Others, preferred to let the
fingertip be lifted by the lever cap.

In addition to tactile feedback, the mouse-like metaphor
employed in the TAMO also provides users with proprioceptive
feedback: during exploration of the working area, users perceive
the position of their hands, e.g. relative to the starting position of
the exploration task. In this sense proprioception provides users
with knowledge about their position on the working area through
path-integration mechanisms.

While most haptic devices (e.g, the Phantom) are expensive
and delicate hardware, the TAMO provides a low-budget, portable,
and robust solution for specific application scenarios. Previous
experimental result has shown that the combination of tactile
feedback and active exploration appears adequate for the recog-
nition and reconstruction of simple geometries, and, additionally,
that the ecological and minimalistic feedback guarantees a rapid
learning curve (Brayda et al., 2013).

2.4. System architecture and implementation

Fig. 3 shows a schematic view of the overall system archi-
tecture. All the experimental conditions are managed in Matlab.
Information about the current status (2D position on the tablet) of
the TAMO is also managed in Matlab, and is used to drive both the
tactile and the 3D auditory rendering. The latter is realized in Pure
Data,2 an open source real-time environment for audio processing.
Communication is managed through the Open Sound Control
(OSC) protocol. Tactile feedback is rendered through the TAMO
lever, while auditory feedback is rendered through headphones.

The implementation was tested to verify that real-time con-
straints are satisfied and that the auditory and haptic stimuli are
synchronized within a coherent perceptual integration time win-
dow. We measured the latency between the two stimuli as fol-
lows: two condenser microphones connected to an audio card
working at 192 kHz sampling rate were placed at the headphones
coupler and near the lever, and latency was estimated as the time
between the activation of the TAMO lever (detected by means of
the noise of the TAMO mechanical engine) and the audio output at
the earphones. Based on these measurements we chose a refresh
rate of 80 ms, which is larger than the measured haptic-audio
delay (68 ms) and therefore guarantees a consistent refresh. At the
same time, it guarantees continuous integration of multimodal
perception because neural information from different senses occur
at approximately the same time, thus being associated with the
same physical event (Holmes and Spence, 2005). Since signals
coming from different sensory modalities have different time-of-
arrivals and processing time in given brain area, a temporal win-
dow of about 200 ms ensures multisensory integration.

3D audio in Pure Data is rendered using the selection procedure
described in Section 2.2. To this end, the acquisition of one pinna
image of each system user is required in order to compute the
mismatch between his/her manually traced contours and notch
central frequencies. The chosen HRTF database is the CIPIC (Algazi
et al., 2001), which contains HRTF sets measured in the far field
(i.e., no distance information is available in these far-field com-
pensated HRTFs) for 45 subjects, with azimuth angles spanning
the range [0°,360°) and elevation [�45°,230.625°].

A virtual anchor sound is placed at the center of the map, and is
spatially rendered according to the position of the user (mouse)
relative to the center. The auditory stimulus is a continuous train
of repeated 40 ms gaussian noise bursts with 30 ms of silence
between each burst. Similar types of stimuli have been previously
employed and found to be effective in localization tasks (Katz
et al., 2012b), in alternative to single white noise bursts (Walker
and Lindsay, 2006). The maximum amplitude of the raw stimulus
at the entrance of the ear canal is set to 60 dB(A), and users can
then manually adjust this default value in order to obtain a sub-
jectively comfortable level. Since the HRTF based rendering only
provides the angular position (azimuth and elevation) of the
anchor sound, distance is rendered through an inverse square law
of sound attenuation. A 25 px circular neighborhood is defined
around the anchor sound, in which the sound pressure level
remains constant at its maximum value, and a central inside-the-
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Fig. 3. A schematic view of the system architecture.

M. Geronazzo et al. / Int. J. Human-Computer Studies 85 (2016) 4–158
head perception is produced through a static filtering with center-
front HRTFs (i.e., left/right HRTF where azimuth and elevation are
equal to 0°) (Toole, 1970).

Audio output is managed through a Roland Edirol Audio-
Capture UA-101 board working at 44.1 kHz sampling rate, and
delivered to Sennheiser HDA 200 headphones, which provide
effective passive ambient noise attenuation. Additionally, their
frequency response has no major peaks or notches between in the
range 0.1–10 kHz (that would corrupt localization cues in the HRTF
(Masiero and Fels, 2011)) and is almost independent on re-posi-
tionings on the users’ head (Geronazzo, 2014). Nonetheless, the
spatialized auditory stimuli are also processed through an equal-
ization filter that compensates the non-flat headphone response,
previously measured on a dummy head without pinnae: this non-
individual compensation guarantees effective equalization of the
headphones up to 8–10 kHz on average and simulated a realistic
application scenario where it is not always feasible to design
individualized headphone compensation filters (Geronazzo, 2014).

Boundaries of the virtual map on the working area are signalled
both haptically and auditorily. Specifically, virtual “walls” at the
boundaries are rendered by setting the TAMO lever to its max-
imum rotation φmax. When the device moves beyond the walls the
lever moves alternatively from φmax to 30maxφ − ° at refresh rate,
while the auditory feedback is stopped.
3. Experimental design

The relative contribution of haptic and auditory feedback, as
well as their cross-modal effects, was evaluated by means of two
experiments involving the exploration of simple virtual spatial
maps.

Both the experiments define very simple maps, that are still far
from real-world scenarios. It has to be emphasized that the goal of
this work is to assess the relative contributions of the two
modalities, and especially the added benefits of augmenting the
virtual map with anchor sounds that complement local haptic
information with global auditory information. Therefore, in order
to limit the number of variables involved in such an assessment,
very simple scenarios are explored at this stage of the work.

3.1. Subjects and apparatus

Eleven subjects (7 males and 4 females whose age varied from
21 to 40 with mean 28.2, SD 5.5) participated in the experiments.
All subjects reported normal hearing after estimation of their
hearing thresholds through an adaptive maximum likelihood
procedure (Green, 1993). Only sighted users were involved in these
experiments. This choice is in line with other previous studies
(Walker and Lindsay, 2006) and is supported by the literature
discussed in the introduction, which suggests that spatial repre-
sentations are partially amodal (Loomis et al., 2002; Klatzky et al.,
2003), and reports similarities between learning modalities and
between groups of sighted, late-blind, and early-blind users
(Afonso et al., 2010). More specifically, previous results by some of
the present authors have provided evidence that visually impaired
and sighted adults behave similarly in tactile map navigation using
the TAMO (Brayda et al., 2015).

Both experiments were performed in a silent booth. All sub-
jects were blindfolded and were only provided haptic and auditory
feedback, through the TAMO and headphones, respectively,
according to the specifications provided in Section 2.

3.2. Experiment #1: goal reaching

The first experiment has a preliminary nature and is not spe-
cifically focused on the acquisition of spatial knowledge by the
subjects. Rather, its main goal is to assess the ecological validity of
the proposed metaphors (the bass-relief tactile metaphor and the
“ears in hand” auditory metaphor). One second goal is to analyze



Fig. 4. Experiment #1: (a) The virtual maps. Haptic elevations are visualized through a height/color map, starting from blue (φ0) and reaching till dark red (φmax). (b) The goal
is the central black dot. Starting positions for the audio-haptic exploration are marked in lexicographic order. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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the differences and the complementarity of auditory and tactile
information, by means of behavioral and performance indicators
collected from experimental subjects. In particular, the experiment
allows to assess the effectiveness of the chosen approach with
regard to auditory feedback, i.e. the use of an anchor sound sig-
nalling the center of the virtual map.

Such assessment is obtained through a goal reaching task, in
which experimental subjects have to reach the center of the map
under different (unimodal and bimodal) feedback conditions.
Using Wiener's terminology (Wiener et al., 2009), assessing users'
ability to locate and reach a target point in the map has relevant
implications for the first level of spatial knowledge (i.e., knowl-
edge about a point in space).

3.2.1. Stimuli
Anchor sounds were rendered according to the approach

described in Section 2.2. Specifically, a spatialized sound source,
represented by the black dot in Fig. 4, was placed at the center of
the map. No height information was provided in the auditory
feedback, i.e. only 2D information was mapped to azimuth and
distance rendering.

On the other hand, the center of the map was rendered hap-
tically through a height profile in which height varies as the
inverse square of the distance from the center (see Fig. 4). This
inverse square dependence was parametrized in such a way that
the most distant points from the center (points B, D, F, H in
Fig. 4(b)) correspond to the minimum rotation φ0 of the TAMO
lever, while all the points inside a 25 px neighborhood of map
center correspond to the maximum rotation φmax.

The choice of this particular height profile is somewhat arbi-
trary with respect to other possible options. A more rigorous
choice (i.e. one that respects the proximal nature of haptic infor-
mation in communicating the position of a point or small area on
the map) would be a discrete profile in which the center is ren-
dered as a small pillar in an otherwise flat map. Instead, the
chosen profile provides a higher amount of information, as it
allows the user to locally perceive a height gradient throughout
the entire workspace, although the amount of haptic information
provided at the map boundaries is less salient than that provided
close to the center.

Three feedback conditions were provided:

� TAMO: unimodal haptic condition;
� 2D audio: unimodal auditory condition;
� TAMO þ 2D audio: bimodal condition.
In order to minimize memory effects due to proprioception, the
starting position had to be varied as much as possible between
trials. To this end, subjects were asked to complete the task
starting from eight different positions at the boundary of the
workspace, as depicted in Fig. 4(b). Each of the three above
feedback conditions was then repeated 8 times (one for each
starting position) leading to a total of 24 trials per subject. The
starting position was randomly varied according to a latin square
order to minimize its effect on subjects' performance. Moreover,
the three feedback conditions were randomized across trials, to
average out learning effects.

3.2.2. Procedure
A brief tutorial session introduced the experiment. Subjects

were verbally informed that they had to explore a virtual map
using tactile and/or auditory information, and the exploration
metaphors for the two modalities were described. Subjects were
then instructed about the nature and meaning of the haptic and
auditory stimuli, and were informed that their goal was to reach
the center of the map as quickly as possible, using either auditory
or tactile information, or both. During the task subjects were
blindfolded: they were initially guided by the experimenter to the
experimental location, and at each trial their hand was guided by
the experimenter at the corresponding starting position. Finally,
subjects were instructed to maintain a fixed head orientation, in
order to be consistent with the “ears in hand” metaphor for
auditory rendering.

Each trial was completed if the subject entered a 25 px
neighborhood defined around the map center, and remained
inside this area for 1.2 s. For each trial, the subject's trajectory in
time was saved for further analysis.

3.3. Experiment #2: cognitive map construction

The second experiment is aimed at assessing whether the
proposed approach and setup provides subjects with spatial
knowledge about a simple virtual environment (or “survey
knowledge”, using Wiener's terminology (Wiener et al., 2009)).
This assessment is carried out by investigating to what extent
subjects navigating freely in the environment are able to construct
coherent spatial cognitive maps, in which the mental representa-
tion preserves the main topological and metric properties.

To this end, the experiment uses the simplest possible map, in
which the position and the size of a single cube inside the
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workspace have to be learned (see Fig. 5(a) for an exemplary map).
Such a simple map is defined through a minimal number of vari-
ables. As such it serves to the scope of this paper as it allows to
define simple and non-ambiguous performance metrics to quan-
tify the relative contributions of tactile and auditory feedback, as
well as their cross-modal effects, in affecting the accuracy of the
constructed cognitive maps.

3.3.1. Stimuli
Each trial consisted in a virtual map in which a cube was ren-

dered haptically. The horizontal coordinates of the center of mass
of the cube were randomly generated at each trial, with the
additional constraints that the base of the cube could not cross the
boundaries of the workspace and could not include a neighbor-
hood of the center with radius equal to the cube edge.3 Two dif-
ferent cube sizes, small edge (80 px) and large edge (150 px), were
considered. Moreover, the following three feedback conditions
were used:

� TAMO: unimodal haptic condition;
� TAMO þ 2D audio: bimodal condition with haptic feedback and

2D anchor sound;
� TAMO þ 3D audio: bimodal condition with haptic feedback and

3D anchor sound.

In the second condition, the anchor sound at the center of the map
was rendered in the same way as in Experiment #1. In the third
condition, the anchor sound was rendered according to 3D coor-
dinates, so that when the mouse was on top of the virtual cube the
relative elevation between sound source and listener changed
accordingly. Cube sizes were presented with two repetitions,
yielding a total of 2 3 2 12× × = stimuli arranged in latin square
order. Both the cube size and the feedback condition were
randomized.

3.3.2. Procedure
A brief tutorial session introduced the experiment. Subjects

were already informed about the nature of tactile and auditory
information and the exploration metaphors, based upon their
experiences in the previous experiment. Subjects were then
informed about the presence of a single virtual cube on the map,
and that their goal was to find the cube and to estimate its size and
location. They were also informed that the cube size could ran-
domly change across trials. Subjects had one minute to explore the
map.
3 This ensures that minimum rendered elevation is inside the CIPIC range.
After each trial, the subjects' ability to form a cognitive map of
the explored environment was assessed as follows. They were
asked to choose one among a set of cardboard squares, and to
place it at their estimated location on a 210�297 mm area of a
paper sheet. Although only two cube sizes were used in the sti-
muli, when giving their estimates subjects had to choose between
the following five square sizes: 45 px, 80 px, 115 px, 150 px, 185 px
(see Fig. 5(b)). In this way each of the two sizes actually used in the
stimuli could potentially be confused with both a smaller and a
larger one. Also, the physical size of the reconstructed map was
exactly the same of the virtual map. We chose to discretize the size
scale to have a convenient and non-arbitrary way of labeling cor-
rect answers.

This approach shares similarities with the one used in a recent
related work (Picinali et al., 2014). There, subjects explored an
environment, either through in situ real displacement or through
active navigation in a virtual architecture. Afterwards, their ability
to construct coherent mental maps was assessed by asking them
to physically reconstruct the environment using LEGO® bricks.

The paper sheet was placed 50 cm away from the sensing
tablet, and oriented orthogonally, in order to force subjects to keep
the cognitive map in memory while moving from the experi-
mental sitting position. For each trial, two parameters were saved
from subjects' responses for further analysis: the size of the cho-
sen cube, and its position of the reconstructed map.

Moreover, an informal questionnaire was performed at the end
of the experimental session in order to collect subjective data on
the interaction between participants and the system.
4. Experimental results

One of the 11 subjects involved in the two experiments was
found to perform extremely poor in localizing virtual sounds,
despite having reported normal hearing according to the proce-
dure described in Section 3.1. In fact the very same subject had
been excluded from the analysis of results in a previously pub-
lished sound localization experiment (Geronazzo et al., 2014), in
which his/her judgements were close to chance performance.
Accordingly, this subject was discarded from the analysis also for
the present experiments.

4.1. Experiment #1 – results

Experimental results were evaluated in terms of two main
performance indicators for each trial: absolute reaching time and
total traveled distance (i.e. the length of the trial trajectory).
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Previous literature has used other kinematic indicators of perfor-
mance in similar tasks, using the segment between the starting
point and the target as a reference trajectory. These includes such
indicators as the cumulated error (the area of the surface between
the trajectory and the reference Magenes et al. (1992)), the num-
ber of corrections (the number of variations in the trajectory
direction that reduce the distance with the reference Magenes
et al. (1992)), the aspect ratio (the maximum lateral deviation
from the reference, divided by the reference length (Danziger and
Mussa-Ivaldi, 2012)), and so on. However these indicators are
mainly meaningful when the trajectory is reasonably close to the
reference, i.e. to rectilinear motion, whereas in the present
experiment trajectories had a much greater variability, and the
total traveled distance is assumed to be a more salient indicator.

Fig. 6(a) shows average performances in terms of reaching times
for each subject. The average improvement between the unimodal
haptic condition and the bimodal condition was 25%714%, with a
maximum improvement of 59% and a minimum of 11%. The average
improvement between unimodal auditory condition and the
bimodal condition was 17%714%.A Kruskal Wallis nonparametric
one-way ANOVA with three levels of feedback condition was per-
formed to asses the statistical significance of this indicator
[χ2(2) ¼11.19, p 0.05< ]. Two post-hoc Wilcoxon tests (Fig. 6(b))
revealed statistically significant improvements in performance
(decreases in reaching times) between the haptic unimodal
condition and the bimodal condition p 0.001( < ), and between
the auditory unimodal condition and the bimodal condition
p 0.05( < ).

The global statistics for the total traveled distance is summar-
ized in Fig. 7(a). A Kruskal Wallis nonparametric one-way ANOVA
with three levels of feedback condition was performed

p2 31.84, 0.00012χ[ ( ) = < ]. Two post-hoc Wilcoxon tests revealed
statistically significant improvements in performance (decreases
of total traveled distances) between the haptic unimodal condition
and the auditory unimodal conditions p 0.0001( < ), and between
the haptic unimodal condition and the bimodal condition
p 0.0001( < ). A further analysis on the traveled distance was per-
formed in order to assess how users' performance changed in the
vicinity of the target, where (i) proximal haptic information
becomes more and more salient, and (ii) distal auditory informa-
tion becomes on the contrary more confusing as the user
approaches the anchor sound. This assessment was performed by
analyzing the “final” traveled distance, i.e. the traveled distance in
the last second of each trial. Fig. 7(b) shows the global statistics of
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such final traveled distance, subjected to a Kruskal Wallis non-
parametric one-way ANOVA with three levels of feedback condi-
tion p2 8. 19, 0.052χ[ ( ) = < ]. A post-hoc Wilcoxon test revealed a
statistically significant deterioration in performance between the
haptic unimodal condition and the auditory unimodal condition
p 0.004 0.05( = < ). On the other hand, no statistically significant
differences in performance were observed between the haptic
unimodal condition and the bimodal condition (p ¼ 0.063). The
analysis on the final traveled distance also revealed that in 11 trials
(on a total of 264) subjects were not moving in the last second (i.e.
the final traveled distance was exactly 0): 7 of these trials belon-
ged to the unimodal haptic condition, 4 belonged to the bimodal
condition, and none belonged to the unimodal auditory condition,
suggesting that haptic feedback provided users with non-ambig-
uous information about their completion of the task, while this
was not the case for the unimodal auditory condition.

Taken together, these results confirm that effective multimodal
(haptic-auditory) integration was achieved in the task. Analysis on
reaching times and total traveled distance revealed that subjects
adopted two different exploration strategies in the two unimodal
conditions. Specifically, in the unimodal haptic condition they
made on average faster movements with long trajectories, while in
the unimodal auditory condition they followed shorter trajectories
at a slower speed. The bimodal condition exhibits statistically
significant improved reaching times and total traveled distances,
showing that the two strategies are successfully integrated into
exploration paths involving short trajectories traveled at fast
speed.

Moreover, analysis on the final traveled distances shows that
haptic information was more reliable than auditory information in
the vicinity of the target. In particular, the smaller final traveled
distances in the unimodal haptic condition show that on average
subjects were more confident about having completed the task. On
the contrary, the larger final traveled distances in the unimodal
auditory condition show that in this case subjects had less clear
information about the target. Nonetheless, it has also been shown
that adding auditory feedback to haptic feedback was not detri-
mental in the vicinity of the target, as shown by the absence of
statistically significant differences between the unimodal haptic
condition and the bimodal condition.

4.2. Experiment #2 – results

Two indicators were extracted from the maps reconstructed by
subjects after each trial (with cardboard squares on a
210�297 mm paper sheet): the size of the chosen square, and the
position error, i.e. the absolute distance in the horizontal plane
between the centers of mass of the square in the reconstructed
Fig. 8. Experiment #2. Two trials of Subject 30: (a) the cube with small (45 px) edge
The object location errors in subject estimates (12 px and 13 px, respectively) are also sh
referred to the web version of this paper.)
map and the one in the virtual map. Together, these two indicators
provide a measure of subjects’ ability to construct coherent spatial
cognitive maps preserving the main topological and metric prop-
erties of the explored virtual map. Fig. 8(a) and (b) shows two
example trials, specifically the best trials of Subject 30: in both
trials location errors were very small, and the estimated sizes were
correct.

Fig. 9(a) shows individual results for the position error. It can be
noticed that estimates in the two bimodal conditions (with 2D and
3D anchor sound, respectively) improved those in the unimodal
haptic condition for seven subjects. The average improvement
between the unimodal haptic condition and the bimodal condition
with 2D anchor sound was 9.9%, and it raised to 16.6% for the
bimodal condition with 3D anchor sound. A Kruskal Wallis non-
parametric one-way ANOVA with three levels of feedback condi-
tion was performed to assess the statistical significance of this
indicator p2 6.92, 0.052χ[ ( ) = < ]. A post-hoc Wilcoxon test (Fig. 9
(b)) revealed a statistically significant decrease p 0.05( < ) of posi-
tion errors between the unimodal haptic condition and the
bimodal condition with 3D anchor sound.

Fig. 10 visualizes the numbers of incorrect/correct estimates by
all subjects (120 estimates in total), grouped by feedback condi-
tion. Again, it can be noticed that estimates in the two bimodal
conditions improved with respect to the unimodal haptic condi-
tion. While only a slight improvement was observed in the first
bimodal condition (2D anchor sound), a much stronger improve-
ment was obtained in the second bimodal condition (3D anchor
sound), which is also the only condition where the number of
correct estimates exceeded incorrect ones. Results were analyzed
through a Pearson's Chi-Square test of independence of incorrect/
correct answers on feedback conditions. The effect of feedback
condition was found to be significant [ p7. 11, 0.052χ = < ].

An overall tendency to underestimate sizes was observed: the
smallest proposed size (45 px) was chosen 29 times while the
largest (185 px) was chosen 8 times on a total of 120 trials for all
subjects. This effect can be related to the presence of a scaling
factor in subject spatial representation with the TAMO, which was
observed in previously published results (Brayda et al., 2010).

Taken together, results from Experiment #2 show that, com-
pared to unimodal haptic feedback, bimodal feedback improved
significantly the amount of spatial knowledge acquired by subjects
while exploring the virtual maps, and their ability to reconstruct
them accurately. The effect was especially large for the second
bimodal condition, i.e. when 3D anchor sounds were used. In this
case, improvements in both object location errors and estimation
of object sizes were statistically significant.
and (b) the cube with large (80 px) edge. Subject trajectories are shown in red.
own. (For interpretation of the references to color in this figure caption, the reader is
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5. General discussion and conclusions

The main goal of this work is to provide a first evaluation of a
novel multimodal interactive system for non-visual (auditory-
haptic) exploration of virtual maps. More precisely, the goal is
twofold: first, we aim at validating the effectiveness and intui-
tiveness of the proposed haptic and auditory metaphors used to
render the virtual maps; second, we aim at evaluating qualitatively
and quantitatively the relative contributions of the two modalities
in the exploration of virtual maps, in relation to subjects’ perfor-
mance in simple exploration tasks and subjects’ ability to con-
struct coherent cognitive representations of the explored maps.

Two experiments were designed to this end. Both use simple
maps that are far from real-world scenarios, allowing to limit the
number of variables involved in the definition of the maps, and to
extract meaningful indicators of subjects’ performance. The first
preliminary experiment is not specifically focused on the acqui-
sition of spatial knowledge: it analyzes the intuitiveness of the
proposed metaphors, and the complementarity of auditory and
tactile information, by means of behavioral and performance
indicators in a goal reaching task. Instead the second experiment
focuses on the acquisition of spatial knowledge of a simple virtual
environment, and particularly on subjects’ ability to form a
coherent spatial cognitive map of a freely explored map in which
the position and the size of a single object inside the workspace
have to be learned.
The experimental data discussed in the previous section can be
summarized into three main results. First, results from both
experiments show that the system allowed subjects to effectively
exploit the complementary natures of the “proximal” haptic
modality and the “distal” auditory modality. This conclusion is
supported by many observations. In Experiment #1, analysis on
both reaching times and total traveled distances showed that
subjects adopted two different exploration strategies in the two
unimodal conditions, and that they successfully integrated them in
the bimodal condition where exploration paths were traveled at
faster speed. The only exception to this trend is the analysis of
trajectory length, where statistically significant improvements
were found between uni-modal haptic and bi-modal conditions
but not between uni-modal auditory and bi-modal conditions.
Moreover, analysis on the final traveled distances (i.e. trajectory
lengths in the last second of each trial) showed that on average
subjects reached the target more easily in the unimodal haptic
condition than in the unimodal auditory condition, but it also
showed that the addition of auditory feedback to haptic feedback
was not detrimental to performance in the vicinity of the target.
Results from Experiment #2 showed that the addition of spatia-
lized anchor sound in the explored virtual maps improved sig-
nificantly the amount of spatial knowledge acquired by subjects
during exploration with respect to the unimodal haptic explora-
tion condition. This conclusion is supported by statistical sig-
nificance of the improvements in the accuracy of map recon-
struction, measured in terms of object location errors and object
size recognition.

Second, subjective data from Experiment #2 yielded a partially
unexpected yet very interesting clear result. The improvements
provided by 3D auditory feedback with respect to unimodal haptic
exploration are strikingly larger than those provided by 2D audi-
tory feedback. This finding confirms the importance of using
individualized HRTF for binaural rendering through the approach
described in Section 2.2, since individual characteristics of pinna
shapes are particularly relevant for vertical localization of sound. It
is worth mentioning that, despite the improved performance of 3D
anchor sounds with respect to 2D anchor sounds, informal com-
ments revealed that subjects did not consciously note the differ-
ence between the two auditory modalities.

Although, no formal evaluation was performed regarding the
effectiveness and intuitiveness of the proposed minimalistic
approach and the haptic/auditory rendering metaphors, informal
observations and interviews with participants suggest that they
were easily learned both in unimodal conditions and in bimodal
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condition. It has to be noted that subjects were only verbally
informed about the exploration metaphors for the two modalities,
but no training was provided before the experimental sessions.

Further investigations are needed in order to consolidate this
result comparing generic HRTFs and several HRTF selection
methods, such as ITD optimization procedures (Katz and Nois-
ternig, 2014) and different anthropometric features (Mid-
dlebrooks, 1999). Each spatial audio technologies should be eval-
uated in both static localization tests and dynamic navigation
tasks. A possible explanation for this result is that 3D anchor
sounds provide intrinsically richer information than 2D anchor
sounds, and specifically they transparently provide users with
local information about being over the cube. The sudden change in
elevation in proximity of the cube acts as an auditory trigger for
navigation, while haptics plays the role of absolute local reference.
We could have used a GUI to reproduce the position and the size of
the virtual object. This would have made data collection easier.
However, we chose to use a physical setup for two reasons: first,
the physical setup has the same dimensions of the working space
of the tablet, therefore on such setup the proprioceptive inputs
learnt during the exploration of the virtual object can be used as
reminiscent cues for the construction of the physical object. Sec-
ond, such setup is very similar to what visually impaired indivi-
duals use when learning geometrical concepts. Our ultimate goal is
in fact to compare our audio-haptic setup with state-of-art reha-
bilitation practices.

Admittedly, in the present work we did not include measures of
cognitive load. However, we have previously and extensively stu-
died the relation between the complexity of virtual objects
delivered with the TActile MOuse and a measure of cognitive load
(Brayda et al., 2013). In this work we deliver haptic stimuli that are
similar to those eliciting, in our past works, low cognitive load
values.

These outcomes provide a solid ground for the planning of
further experiments in which (i) more complex scenarios can be
created, and (ii) higher-level cognitive tasks can be tested.
Regarding the first point, current work is directed at the rendering
of maps with larger numbers of simple geometrical objects, and
possibly anchor sounds with different locations in the map and
different sound timbres (using a preliminary version of the pro-
posed system, results have already been obtained regarding non-
visual recognition of object shapes (Geronazzo et al., 2015a)). The
subsequent step is to use maps of real environments, starting e.g.
from existing CAD data of indoor locations such as daily living
environments. Regarding the second point, higher-level tasks
include in particular wayfinding tasks in which subjects need to
define optimal paths between two points in a map. In the case of
maps of real environments, it will be possible to assess subjective
performances in real environments and to compare performances
of groups previously trained with the system with respect to
groups exploring the real environment with no previous training.
Further experiments with also be required to involve both sighted
and visually-impaired (late-blind and early-blind) subjects. We
emphasize that, although in general studies on sighted subjects
may not allow to draw inferences on a non-sighted population, we
have recently compared the two populations, in another task,
however using the same TActile MOuse (Brayda et al., 2015). We
reported substantial similarities between sighted and non sighted
adults, and differences were accounted for by factors such as dif-
ferent visual experience and gender rather than the status of just
being blind.

These results also provide several indications for improving the
design and the implementation of the proposed system. In parti-
cular, the system could benefit from a larger workspace. Moreover
the orientation of the mouse (or the orientation of subject's head)
on the horizontal plane can be tracked in order to improve the
interactivity of the spatial sound rendering.

Multimodal virtual environments for spatial data sonification
and navigation are expected to substantially benefit in terms of
accessibility, scalability and deployment, from audio rendering
framework in mobile devices and web platforms (Geronazzo et al.,
2015b). Finally, this technologies can be developed and tested with
different haptic/tactile devices. Available options range from “tra-
ditional” stylus based devices (such as the Phantom) to upcoming
novel technologies that enable tactile feedback on screens such as
the TeslaTouch (Xu et al., 2011), which would allow to implement
the proposed design on mobile devices.
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