Physiological Control of Low-Dimensional Glottal Models with Applications to Voice Source Parameter Matching
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Summary
This study explores the possibility for physical models of the glottis to accurately reproduce target glottal flow waveforms. A set of rules is proposed for controlling a two-mass physical model through activation levels of laryngeal muscles. The proposed rules convert muscle activities into physical quantities such as fold adduction, mass, thickness, depth, stiffness. Numerical simulations of the glottal model, controlled through this set of rules, are used in order to construct a codebook between muscular activations and a set of relevant acoustic parameters of the voice source, such as fundamental frequency, open quotient, speed quotient, and return quotient. The paper explores the potentialities of the derived codebook for the control of the glottal model, and its applications to voice source parameter matching. A fitting procedure is developed, and it is shown that the parameters of the physiologically-controlled two-mass model can be matched to fit target signals (glottal flow pulses) with good accuracy.
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1. Introduction
Among the challenges to be faced within speech synthesis technologies, audio quality of the synthesis, naturalness of speech, and speaker-specific synthesis, are topical themes. Features of the voice source signal (i.e., the glottal flow) are known to be relevant for characterizing voice quality and speaker identity (see e.g. [1, 2]), and accordingly research on voice source models is becoming increasingly important in speech synthesis.

Various approaches to voice source modeling have been proposed. In the analytical modeling approach the glottal flow waveform is described in terms of piecewise analytical functions: the model proposed by Liljencrants and Fant [3] is a well-known example of this approach, and characterizes one cycle of the flow derivative using four parameters (see section 5.1 and Figure 4). A second approach comprises physical models, which simulate the oscillatory characteristics of the vocal folds. Distributed-element models use systems of partial differential equations to describe the glottis, and can be numerically simulated using e.g. finite-element methods [4, 5]. Simpler, lumped-element models schematize the glottis by means of ideal masses coupled through springs and dampers [6, 7, 8, 9, 10]. The Ishizaka–Flanagan model [7] describes one vocal fold by means of two coupled mechanical oscillators, driven by the intraglottal pressure distribution.

Physical models of the glottis are easily integrated into articulatory models of the vocal apparatus for rule-based speech synthesis [11]. They can potentially provide realistic excitation signals, by reproducing such “natural” effects as transients in the dynamical behavior due to changes in the lung pressure, or occurrence of oscillatory ripples and skewing of the glottal flow waveform due to acoustic interaction with the vocal tract [12]. Physical models are potentially interesting for coding applications as well, as complex and fast variations in a speech signal are the result of slow variations in articulatory parameters that control the speech production process. The adoption of a dynamical model is in a sense a natural way of interpolating the slowly time-varying control parameters, and it seems natural to code these control parameters rather than the resulting speech signal [13].

The long-term goal of this research is to design physical models of the voice source oriented to synthesis applications and to model-based speech coding. Specifically, this paper explores the possibility for a two-mass model to accurately reproduce target glottal flow waveforms, derived e.g. from inverse filtering of real utterances. The model inversion problem (i.e., the process of deriving control parametr curves given a target waveform) has been studied in the context of analytical models. It has been shown that
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e.g. the Liljencrants–Fant model can be used for fitting target flow derivative waveforms [2, 14, 15]. On the contrary, using physical models for the same purpose is a non-trivial task, which involves inversion of non-linear dynamic systems with a large number of parameters involved. As an example, as many as 19 parameters have to be specified in the two-mass model proposed in [7], and later refinements such as the 3-mass model of Story and Titze [10] involve an even larger number of parameters.

The inversion problem was addressed by Flanagan et al. [16], who proposed a method for parametric control of a two-mass model by an adaptive procedure. The method was further improved by Schroeter and Sondhi [13]. In previous studies [17, 18] we have proposed a hybrid approach in which the vocal fold is treated as a linear oscillator, while a non-linear block accounts for interaction with glottal pressure. The non-linear block is treated as a black-box element and modeled as a regressor-based mapping. As such, the model can be said to be physically-informed.

In this study we explore a different approach. A two-mass model with no black-box elements is employed, and a physical description of the aerodynamic forces is used. The two-mass model is presented in section 2. We then propose a set of physiologically-based control rules, developed after [19], that map activation levels of three laryngeal muscles to physical parameters of the model and consequently enable a drastic reduction of the dimensionality of the control space. The proposed set of control rules is discussed in section 3, and in section 4 the dynamic behavior of the two-mass model in this new control space is analyzed through numerical simulations. Having a physiologically-motivated, low-dimensional control space, we construct in section 5 a codebook between the muscle activation parameters and a set of relevant voice source parameters. The proposed codebook is applied to a voice source parameter matching procedure, described in section 6, by which the two-mass model is used to resynthesize target glottal flow waveforms.

2. A low-dimensional vocal fold model

The two-mass formulation, originally proposed in [7], describes one vocal fold with two mass-spring pairs in the coronal plane, plus an additional coupling spring. Despite its simplicity, this formulation is appealing for many reasons. First, a two-mass model captures both a shear mode (with the two masses in counterphase) and a compressional mode (with masses in phase), which are conceptually equivalent to the two eigenmodes determined by [4] from simulations of a finite-element vocal fold model: much of the success of the two-mass formulation is arguably due to its ability to capture these two modes. Second, a two-mass model requires limited computational resources with respect to more complex models, which makes this formulation still used for synthesis purposes [11]. Finally, the results obtained on the two-mass model can be extended to simpler low-dimensional physical models recently proposed by the authors [20, 21], which include several simplifications and present advantages in terms of controllability and computational load. Such an extension requires the adaptation of the rules for physiological control to the case where a different representation for both the folds and the flow is assumed: this will be the topic of a follow-up investigation.

The mechanical model consists of a pair of coupled differential equations for the mass displacements $x_i$:

$$m_1 \ddot{x}_1 + r_1 \dot{x}_1 + k_1 [x_1 - x_0] + k_2 [x_1 - x_2] = LT_i p_i,$$

$$m_2 \ddot{x}_2 + r_2 \dot{x}_2 + k_2 [x_2 - x_0] - k_2 [x_1 - x_2] = LT_2 p_2,$$

where $x_0$ are the equilibrium positions, and $LT_i$ are the driving surfaces on which the pressure $p_i$ act ($i = 1, 2$). See Figure 1 for the meaning of the parameters.

Collisions between folds are modeled by including restoring contact forces in the equations. When one of the mass $m_i$ collides (i.e., when the condition $x_i < 0$ holds), its stiffness $k_i$ is increased. Additionally, dissipation during collision is accounted for by increasing the $r_i$ value. This formulation has been proposed by other authors [22] because it has been recognized to provide a more realistic behavior during the closed phase. In summary during collision the $i$th mass is subject to a restoring force

$$f_i^{(rest)}(x_i, \dot{x}_i) = -k_i^{(rest)} x_i - r_i^{(rest)} \dot{x}_i.$$

The two-mass system (1) is coupled to the aerodynamic driving forces via the glottal areas $a_i(t) = 2Lx_i(t)$. The pressure equations originally proposed in [7] for the Ishizaka–Flanagan model are based on very crude approximations and have been recognized to provide inaccurate modeling of the intraglottal pressure distribution. Here we follow the equations proposed in [10], that are based on the assumptions of (i) Bernoulli-type flow in the region upstream of minimum glottal diameter, (ii) flow detachment at minimum glottal diameter, (iii) constant pressure in the region downstream of minimum glottal diameter, and (iv) pressure recovery after glottal exit. Next we briefly summarize the resulting pressure equations.

Let $a$ be the cross-sectional area at a point upstream of minimum glottal diameter, $a_0$ be the subglottal duct area, and $\rho_{air}$ be the air density. Then, according to assumption (i), the pressure $p(a)$ is computed as

$$p_s - p(a) = \frac{1}{2} \rho_{air} \text{sgn}[u] u^2 \left( \frac{1}{a^2} - \frac{1}{a_0^2} \right),$$

where $u$ is the flow. Let $a_{min}$ be the minimum glottal area, $a$ be the cross-sectional area at any point downstream of minimum glottal diameter, and $p_{min} = p(a_{min})$ according to equation (3). Then, according to assumptions (ii-iii), $p(a) = p_{min}$. Note that for the two-mass model used in this work $a_{min}$ is defined as $a_{min} = \min(a_1, a_2)$.

Finally, let $p$ be the pressure at vocal tract entrance and $k_s(a_{min})$ be a pressure recovery coefficient. Then, according to assumption (iv), $p$ is computed as

$$p - p_{min} = \frac{1}{2} \rho_{air} k_s(a_{min}) \text{sgn}[u] \frac{u^2}{a_{min}^2},$$

where $u$ is the flow. Let $a_{min}$ be the minimum glottal area, $a$ be the cross-sectional area at any point downstream of minimum glottal diameter, and $p_{min} = p(a_{min})$ according to equation (3). Then, according to assumptions (ii-iii), $p(a) = p_{min}$. Note that for the two-mass model used in this work $a_{min}$ is defined as $a_{min} = \min(a_1, a_2)$.
The pressure recovery coefficient is defined as

\[ k_e(a_{\text{min}}) = 2 \frac{a_{\text{min}}}{a_e} \left(1 - \frac{a_{\text{min}}}{a_e}\right), \]  

(5)

where \(a_e\) is the epilarynx cross-sectional area.

Several works have proposed more refined pressure equations. In particular, Pelorson et al. [9] developed a theoretical model in which the flow detachment point is allowed to move continuously within the vocal fold profile. It is clear that the results presented in the next sections, and specifically those summarized in Table IV, are affected by a particular choice of pressure equations. Nonetheless the analysis developed in the remainder of the paper is independent on a specific model of intraglottal pressure.

3. Physiological control of the two-mass model

Low-level parameters (modal frequencies, effective mass in vibration, stiffness, fold thickness, fold length, rest position) are not independently controlled by a speaker: in order to understand the oscillatory characteristics of the vocal folds in a physiologically motivated control space, a set of rules has to be found that transforms muscle activations into geometrical and visco-elastic parameters of a lumped-element model of the glottis. In this section we propose a set of rules for the two-mass model described above, based on the analysis presented in [19].

3.1. From muscle activations to fold geometry

The empirical rules derived by Titze and Story in [19] link the geometry of the vocal folds to activation levels of three muscles: cricothyroid (\(a_{\text{CT}}\)), thyroarytenoid (\(a_{\text{TA}}\)) and lateral cricoarytenoid (\(a_{\text{LC}}\)). These levels are assumed to be normalized in the [0, 1] range. The rules are summarized in Table I and briefly discussed in this section.

The fold length \(L\) is the sum of the rest length \(L_0\) and an elongation term \(L_{\text{ef}}\), where \(\epsilon\) is the longitudinal vocal fold strain and is mainly controlled by the cricothyroid and thyroarytenoid muscles, which act with opposite effects. Additionally, the authors include an “adductive strain” term, \(H a_{\text{LC}}\), that occurs for prephonatory posturing. The factors \(G\) (gain of elongation), \(R\) (torque ratio), and \(H\) (adductive strain factor) are empirical constants. We let \(G = 0.2\), \(R = 3.0\), \(H = 0.2\), in accordance with [19]).

Vocal fold thickness \(T\) increases as the vocal fold shortens. The rule given in Table I is derived by assuming that most of the length change is absorbed by thickness change \((T_0\) is the resting thickness). In the rule governing the fold depth \(D\), the factor 0.2\(\epsilon\) in the denominator is the complement to the 0.8\(\epsilon\) factor for thickness. Note that this choice implies that the total fold volume \(LTD\) (and therefore the total fold mass) is approximately constant independently on the activation levels: \(LTD \sim L_0 T_0 D_0 + O(\epsilon^2)\). Note also that the depth rule proposed in [19] is further specialized into two separate rules for the depth of fold cover, and the depth of fold body.

The nodal point \(z_n\) of the shear mode of the vocal folds [4] is represented in the two-mass model by a mode where the two masses oscillate in counterphase. This point can move vertically redistributing mass in the vocal fold, and its position is mainly controlled by the thyroarytenoid muscle. When this muscle contracts, \(z_n\) moves up on the medial surface, suggesting that there is greater vibrational amplitude at the bottom relative to the top.

The adduction \(x_{\text{top}}\) (i.e., the resting glottal half-width) at the top of the vocal fold is mainly affected by the activation of the posterior and lateral cricoarytenoid muscles, which act with opposite effects. The analysis reported here includes only the lateral cricoarytenoid activation, however Titze and Story suggest that the effect of the posterior cricoarytenoid muscles may be taken into account by letting \(a_{\text{LC}}\) vary in the range \([-1, 0]\).

Finally, the convergence parameter \(x_c\) is defined as the difference \(x_{\text{bottom}} - x_{\text{top}}\) between the the glottal half-widths at the bottom and at the top of the vocal fold, and is to a large extent governed by activation of the thyroarytenoid...
Table I. Rules for physiological control of vocal fold geometry, after [19].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L = L_0(1 + \epsilon)$</td>
<td></td>
</tr>
<tr>
<td>$T = T_0/(1 + 0.8\epsilon)$</td>
<td></td>
</tr>
<tr>
<td>$D = D_0/(1 + 0.2\epsilon)$</td>
<td></td>
</tr>
<tr>
<td>$z_a = (1 + a_{TA})T/3$</td>
<td></td>
</tr>
<tr>
<td>$x_{top} = 0.25L_0(1 - 2a_{LC})$</td>
<td></td>
</tr>
<tr>
<td>$x_c = T(0.05 - 0.15a_{TA})$</td>
<td></td>
</tr>
</tbody>
</table>

The two-mass model described by equations (1,3,4), together with the control model summarized in Table I and equations (6,7,8), was implemented in Matlab/Octave\(^1\).

The realisation of the model employs a discretization technique that ensures accurate simulation of the system (details about this technique are reported in [25]). The realization was used to run a set of simulations for the exploration of the 3-D control space ($a_{TA}, a_{LC}, a_{CT}$). All the simulations used a sampling rate $F_s = 22.05$ kHz. The subglottal pressure $p_s$ was held fixed at the value 0.8 kPa.

Simulations were run using two different conditions of vocal tract loading: in the first “setup” we assume that no vocal tract load is present, so that the vocal tract input pressure is atmospheric ($p = 0$); this roughly corresponds to the configuration of excised larynges typically used for experimental measures. In the second set-up we

\(^1\) Open source software, a high-level language for numerical computations mostly compatible with MATLAB (www.octave.org).
take into account the effect of a vocal tract load and couple the two-mass glottal model with an idealized vocal tract, modeled as an inertive load: this amounts to saying that the vocal tract input pressure is $p(t) = R u(t) + I u(t)$, where $R$ and $I$ are the vocal tract input resistance and inertertance, respectively. Similar low-loss, low-frequency approximations of the tract load have been employed by many authors for analysis and simulation purposes, see e.g. [26, 27]. Realistic values for $R, I$ can be chosen from the analysis in [28], according to which in the limit of low losses, low frequency, and narrow epilarynx the vocal tract impedance reduces to the epilarynx impedance. If the values $a_c = 5 \text{ cm}^2$ and $l_c = 3.174 \text{ cm}$ are chosen for the epilarynx cross-section and length, then the values $R \approx 2.53 \times 10^3 \text{ Ns/m}^3$ and $I \approx 724 \text{ Ns/m}^2$ are found.

A set of simulations was performed in order to determine the phonation region in the 3-D control space, i.e. the control values $(a_{TA}, a_{LC}, a_{CT})$ for which self-sustained oscillation is achieved. The phonation region was searched for each of the two vocal tract loading conditions. At each point $(a_{TA}, a_{LC}, a_{CT})$ the existence of self-sustained stable phonation was determined by applying a zero-crossing multiple-detector to the last $50 \text{ ms}$ of the simulated glottal area signal. With this choice we arbitrarily do not consider “always-open glottis” phonation.

The results in the case of no vocal tract loading are shown in Figure 2(top). Phonation is restricted to a small portion of the control space, and occurs in a left neighborhood of $a_{LC} \approx 0.5$. This behavior is mainly determined by the adduction rule (see Table I): phonation is achieved for sufficiently small adduction values, obtained with $a_{LC}$ values close to 0.5. For values $a_{LC} > 0.5$ both $x_{01}$ and $x_{02}$ become negative. Figure 2(bottom) depicts a horizontal section of the phonation region, for a constant $a_{CT}$ value, and serves as a comparison with the results obtained by Titze and Story [19] on their 3-mass model. Although the results are qualitatively similar, our simulations did not provide evidence of the second, downward sloping phonation path discussed in [19]. This discrepancy may be explained by the lower dimensionality of the two-mass model, although we have not investigated this issue any further.

Results in the case of inertive vocal tract loading are shown in Figure 3, and confirm the expectation that a vocal tract load coupled to the glottis profoundly affects the behavior of the system and facilitates self-sustained oscillation. Again, phonation is obtained within a neighborhood of $a_{LC} \approx 0.5$. However in this case the phonation region is considerably wider, meaning that self-sustained oscillation is achieved for larger adduction values. No comparison with results in [19] is possible in this case, since they do not include vocal tract simulation.

Table II summarizes ranges, means, and standard deviations for the low-level parameters of the model, computed within the phonation regions. Note that in the case of no-vocal tract loading $m_2$ and $k_2$ are on average greater than $m_1$ and $k_1$. This finding is consistent with the plot of Figure 2(top), which shows that phonation mainly occurs for values $a_{TA} < 0.5$. This implies that $z_a < T/2$ (and conse-
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Table II. Ranges, means, and standard deviations of the low-level parameters of the two-mass model within the phonation regions. Values obtained by de Vries et al. [5] are listed as a term of comparison.

<table>
<thead>
<tr>
<th></th>
<th>$m_1$ (g)</th>
<th>$m_2$ (g)</th>
<th>$k_1$ (N/m)</th>
<th>$k_2$ (N/m)</th>
<th>$k_i$ (N/m)</th>
<th>$x_{01}$ (mm)</th>
<th>$x_{02}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without vocal tract loading</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>[0.014, 0.027]</td>
<td>[0.017, 0.029]</td>
<td>[7.5, 16.1]</td>
<td>[9.7, 26.2]</td>
<td>[1.7, 13.3]</td>
<td>[0.01, 0.90]</td>
<td>[0.01, 0.81]</td>
</tr>
<tr>
<td>Mean</td>
<td>0.018</td>
<td>0.026</td>
<td>10.4</td>
<td>15.1</td>
<td>7.2</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td>St. dev.</td>
<td>0.003</td>
<td>0.003</td>
<td>1.8</td>
<td>2.4</td>
<td>2.8</td>
<td>0.22</td>
<td>0.21</td>
</tr>
<tr>
<td>With vocal tract loading</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>[0.014, 0.029]</td>
<td>[0.014, 0.029]</td>
<td>[7.5, 17.6]</td>
<td>[6.7, 29.6]</td>
<td>[0.1, 14.2]</td>
<td>[0.261]</td>
<td>[0.260]</td>
</tr>
<tr>
<td>Mean</td>
<td>0.022</td>
<td>0.022</td>
<td>12.2</td>
<td>12.3</td>
<td>6.3</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>St. dev.</td>
<td>0.004</td>
<td>0.004</td>
<td>2.3</td>
<td>3.2</td>
<td>3.0</td>
<td>0.67</td>
<td>0.68</td>
</tr>
<tr>
<td>de Vries et al. [5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.024</td>
<td>0.020</td>
<td>22</td>
<td>14</td>
<td>10</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

Table III. Time-domain acoustic parameters of the glottal flow waveform.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed quotient</td>
<td>$SQ = \frac{(t_p - t_s)/(t_c - t_s)}$</td>
</tr>
<tr>
<td>Open quotient</td>
<td>$OQ = \frac{(t_c - t_p)}{P}$</td>
</tr>
<tr>
<td>Opening quotient</td>
<td>$OingQ = \frac{(t_p - t_s)}{P}$</td>
</tr>
<tr>
<td>Closing quotient</td>
<td>$ClosingQ = \frac{(t_c - t_p)}{P}$</td>
</tr>
<tr>
<td>Return quotient</td>
<td>$RQ = \frac{(t_c - t_s)}{P}$</td>
</tr>
<tr>
<td>Peak-to-peak quotient</td>
<td>$PPQ = \frac{(t_p - t_s)}{P}$</td>
</tr>
<tr>
<td>Amplitude quotient</td>
<td>$AQ = \frac{E_i}{E_o}$</td>
</tr>
</tbody>
</table>

Some features of the glottal waveform have been recognized to be particularly relevant for the study of the perceptual influence of the voice source characteristics, and for comparing different voice qualities.

Referring to Figure 4, typical [1, 3] voice source quantification parameters extracted from the flow and the differentiated flow are: $P$ (the glottal cycle period), $F_0 = 1/P$ (the fundamental frequency of oscillation), $E_i$ (the maximum flow amplitude), $E_o$ (the amplitude of the differentiated flow negative peak), $t_o$ (the opening instant), $t_p$ (the maximum flow amplitude instant), $t_c$ (the negative peak instant), $t_e$ (the closing instant).

Derived parameters are the speed quotient $SQ$, the open quotient $OQ$, the opening quotient $OingQ$, the closing quotient $ClosingQ$, the return quotient $RQ$, the peak-to-peak quotient $PPQ$, and the amplitude quotient $AQ$. Definitions for these parameters are provided in Table III. The spectral tilt of the voice source can be quantified by parameters such as the harmonic richness factor $HRF = \frac{\sum_{i=2}^{N} H_i}{H_1}$, where $H_i$ denotes the amplitude of the $i$th harmonic partial.

The analysis and matching of inverse filtered voice samples from subjects with varying voice quality, age, and sex, permitted to gain understanding of the relations between the voice source characteristics and the perceived voice quality [29, 30, 2, 14, 15, 1]. For example, it has been observed that $OQ$ decreases monotonically when phonation changes from breathy to pressed whereas $SQ$ increases monotonically, or that the speed quotient $SQ$ is closely re-

![Figure 3. Phonation region with vocal tract loading (top) in the 3-D muscle activation space, and (bottom) in the $\alpha_{CL} - \alpha_{LS}$ plane (with $\alpha_{CL} = 0.7$). Data points show the region of self-sustained oscillation. The subglottal pressure $p_s$ is fixed at 0.8 kPa.](image-url)

folds are pressed together and the glottal cycle is characterized by an abrupt closure, a reduced open phase duration, and a small vibration amplitude. Creaky voice is characterized in a somewhat similar way, except for the fact that the tight compression of the folds may occasionally produce irregular vibrations, perceived as a crackling quality.
lated to the perceptual sensation of vocal effort, and a high SQ results in general in a tense or hyperfunctional voice quality whereas a small SQ results in a lax or hypofunctional voice quality.

5.2. A glottal articulatory codebook

So called articulatory codebooks are used in the literature to map the acoustical properties of a speech signal to corresponding geometries of the vocal tract. An articulatory codebook consists of vectors of geometric parameters describing vocal tract shapes, that are linked to corresponding vectors of acoustic parameters representing vocal tract filters [13]. In this section we describe an analogous codebook for the two-mass vocal fold model, in which the articulatory parameters involved in the codebook are glottal articulators rather than vocal tract articulators.

Simulations of the two-mass model, with and without vocal tract loading, were run on a grid of muscle activation values \( y \triangleq (a_{TA}, a_{LC}, a_{CT}) \) in the phonation region. For every point \( y \), a vector \( x \) of acoustic parameters was extracted via automatic analysis on the generated glottal flow waveforms. We have chosen to work on a minimal set of relevant acoustic parameters, namely \( x = (F_0, SQ, OQ, RQ) \) (see section 5.1 for definitions). The result is a glottal articulatory codebook of \( M \) pairs of entries \((x_j, y_j) \ (j = 1 \ldots M)\).

A grid-step of 0.05 was used along the \( a_{TA} \) and \( a_{CT} \) directions. A smaller step, namely 0.025 was used along the \( a_{LC} \) direction, since as already discussed in section 4 phonation is only obtained within a neighborhood of \( a_{LC} = 0.5 \). With these grid-steps, the generated codebook has \( M \sim 10^3 \) entries in the case of no vocal tract loading, and \( M \sim 6.1 \cdot 10^3 \) entries in the case of inertive vocal tract loading.

Table IV provides indications about the ranges of the voice source parameters within the codebook. From this, a few remarks can be made. First, the range for \( F_0 \) is within realistic values, confirming the validity of the analysis reported in section 3.2 for the choice of physical parameters. Although the average \( F_0 \) value is lower when vocal tract loading is present, comparison of flow signals within the common subregion of phonation shows that the inertive load has minimal effects on pitch. Values for the speed quotient \( SQ \) are markedly higher in the presence of vocal tract loading. This finding is consistent with expectation, as the vocal tract is known to have a major influence on the flow skeweness. Finally, values for the return quotient \( RQ \) are extremely low, especially in the presence of vocal tract loading. This reflects a general limitation of low-dimensional physical models of the glottis, in which glottal closure always occurs abruptly and results in poor modeling of the closing phase.

6. Voice source parameter matching

The codebook described in the last section has been tested in order to verify its potentials in fitting target glottal flow waveforms through an analysis-by-synthesis procedure, in which values for the physiological control parameters are chosen in order to minimize an acoustic distance between the target signal and the resynthesized one. More precisely, given a codebook of the form \((x_j, y_j) \) with \( M \) entries, and given a target vector \( x = (F_0, SQ, OQ, RQ) \) of acoustic parameters, we wish to find the vector of muscular activations \( y_j = (a_{TA}, a_{LC}, a_{CT}) \) that minimizes the acoustic distance between \( x_j \) and \( x \) (where \( j \in [1, M] \) is the index of the codebook entry).

In order to approach this problem one must first define a proper distance in the acoustic space. In the case of vocal tract shapes estimation, where the acoustic parameters are frequency-domain parameters, well-founded acoustic distances can be defined (e.g., a symmetrized likelihood ratio distance between LPC vectors has been used in [31]). In the case considered here, however, all the acoustic parameters \((F_0, SQ, OQ, RQ)\) are time-domain parameters and it is less clear how to define a distance on the acoustic vec-

![Figure 4. Glottal flow and derivative: time of glottal opening \( t_o \); time and value \( t_p, E_p \) of flow maximum; time and value \( t_c, E_c \) of flow derivative minimum; time of glottal closure \( t_c \); glottal period \( P \).](image-url)
Table V. Results from the fitting procedure. Acoustic parameters of the target signals, acoustic parameters and relative errors of the fitting signals for \( F_0 = 100 \) Hz and \( F_0 = 120 \) Hz.

<table>
<thead>
<tr>
<th>( F_0 )</th>
<th>Target signals</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>( OQ )</td>
<td>0.356</td>
<td>0.503</td>
<td>0.780</td>
<td>0.680</td>
<td>0.705</td>
<td>0.719</td>
<td>0.594</td>
<td>0.562</td>
</tr>
<tr>
<td>( SQ )</td>
<td>2.925</td>
<td>2.964</td>
<td>3.145</td>
<td>1.542</td>
<td>2.987</td>
<td>3.877</td>
<td>2.157</td>
<td>3.863</td>
</tr>
<tr>
<td>( RQ )</td>
<td>0.148</td>
<td>0.148</td>
<td>0.099</td>
<td>0.152</td>
<td>0.041</td>
<td>0.002</td>
<td>0.091</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Fitting signals \(- F_0 = 100 \) Hz

<table>
<thead>
<tr>
<th>( F_0 )</th>
<th>Target signals</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>( OQ )</td>
<td>0.060</td>
<td>0.036</td>
<td>0.030</td>
<td>0.060</td>
<td>0.036</td>
<td>0.076</td>
<td>0.096</td>
<td>0.076</td>
</tr>
<tr>
<td>( SQ )</td>
<td>0.670</td>
<td>0.674</td>
<td>0.668</td>
<td>0.750</td>
<td>0.674</td>
<td>0.654</td>
<td>0.539</td>
<td>0.654</td>
</tr>
<tr>
<td>( RQ )</td>
<td>0.882</td>
<td>0.340</td>
<td>0.143</td>
<td>0.103</td>
<td>0.044</td>
<td>0.091</td>
<td>0.093</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Fitting signals \(- F_0 = 120 \) Hz

<table>
<thead>
<tr>
<th>( F_0 )</th>
<th>Target signals</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>( OQ )</td>
<td>0.046</td>
<td>0.001</td>
<td>0.000</td>
<td>0.010</td>
<td>0.009</td>
<td>0.024</td>
<td>0.077</td>
<td>0.020</td>
</tr>
<tr>
<td>( SQ )</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.000</td>
<td>0.005</td>
<td>0.000</td>
<td>0.000</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The pulses in the set were selected so that their acoustic parameters span as widely as possible the parameter ranges in the phonation regions of the physical model (see Table IV), except for a few cases where the values are out of range. Two \( F_0 \) values, \( 100 \) Hz and \( 120 \) Hz, were selected, and for each pitch nine pulses were generated, giving a total number of 18 test signals. The first three rows in Table V show the \( OQ, SQ, RQ \) values of the nine test pulses for pitch \( F_0 = 100 \) Hz: for pulses 1 to 3, \( OQ \) increases from 0.36 to 0.78, while \( SQ \) and \( RQ \) are approximately constant; For pulses 4 to 6, \( SQ \) increases from 1.54 to 3.88, while \( OQ \) is approximately constant and \( RQ \) present slightly decreasing values. For pulses 7 to 9, \( SQ \) decreases from about 0.1 to 0.002 while \( OQ \) is approximately constant and \( RQ \) is limited to the range 2.16–3.86. Values of the pulses for pitch \( F_0 = 120 \) Hz are almost identical, with small discrepancies.

The remainder of Table V shows the results of our fitting procedure on the 18 test signals, and reports values and relative errors for the acoustic parameters of the fitting signals resynthesized using the two-mass model. The configuration with inertive vocal tract loading was used, since the Liljencrants–Fant flow model takes into account skewing effects of the vocal tract.

The pitch \( F_0 \) is in general accurately matched. The speed quotient \( SQ \) is also matched with good accuracy, with only two target signals (signal 7 with \( F_0 = 100 \) Hz and signal 4 with \( F_0 = 120 \) Hz) resulting in a relative error above 7%. Low \( OQ \) values (see especially signal 1) are poorly matched by the fitting signals. Finally, the closing phase is in general grossly mismatched in the resynthesis.
As already mentioned, this is mainly a consequence of the intrinsic limitations of the two-mass model in describing the closing phase. Figure 5 shows the nine target waveforms and the fitting signals obtained from the two-mass model, in the case of $F_0 = 100$ Hz.

7. Conclusions

The results discussed in the last section suggest that the proposed approach can be successfully used for voice source parameter matching applications. First, the muscle activation control space allows exploration of a wide region of the acoustic parameter space, as shown in Table IV. Second, when used as a synthesis-by-analysis tool the approach proposed in this paper leads to robust resynthesis since the stability of the physical model is guaranteed "by construction"; this is an advantage with respect to our previous works [17, 18], where a regressor-based black-box element is used, and the stability of the system consequently depend upon the regressor coefficients and cannot be guaranteed "a priori". Finally, similar sets of physiologically-based control rules can be developed for other models. The authors recently proposed a class of low-dimensional physical models that include several simplifications over the two-mass model and present some advantages in terms of controllability and computational load [20, 21]. The use of such models require the adaptation of the rules for physiological control to the case where a different representation for both the folds and the flow is assumed. The analysis for the derivation of the control rules presents substantial differences and is presently under study.

A number of weaknesses of the proposed approach have also been evidenced by the results of section 6. First, it has already been noted that the two-mass model provides a poor description of the glottal flow near closure. While accurate finite-element models are able to provide qualitative behaviors in agreement with observations of glottal closure during normal voice production [32], such behaviors are not easily simulated with a low-dimensional model. This is a major limitation, since the closing phase is known to carry very relevant perceptual features of the speech signal. Second, the codebook proposed in this work does not include the subglottal pressure $p_s$ in the set of articulatory parameters. However $p_s$ is known to have a major influence on relevant voice source parameters, in particular the fundamental frequency of phonation $F_0$ is known to increase almost linearly with $p_s$ [33]. For this reason the physiological control space should be expanded to a 4-D space that includes $p_s$.

In order to adapt the fitting procedure to non-stationary voice source signals, the procedure needs to be refined to allow dynamic access to the codebook. In particular, techniques that have already been used for the estimation of vocal tract shapes in articulatory models can be adapted to the estimation of glottal articulators. One such technique makes use of dynamic programming methods in order to estimate parameters over a sequence of analysis frames rather than a single frame. In this way large "articulatory efforts" (i.e., fast changes in the articulatory parameters) are penalized in the estimation procedure, and smoothly evolving articulatory trajectories are identified [13]. Finally, the proposed fitting procedure has so far been tested using synthetic target signals. For a more thorough validation it needs to be tested on experimental data, i.e. glottal flow signals obtained from inverse filtering of real utterances.
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