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Abstract: Stability-based methods have been successfully applied in functional 
genomics to the analysis of the reliability of clusterings characterised by a 
relatively low number of examples and clusters. The application of these 
methods to the validation of gene clusters discovered in biomolecular data may 
lead to computational problems due to the large amount of possible clusters 
involved. To address this problem, we present a stability-based algorithm to 
discover significant clusters in hierarchical clusterings with a large number of 
examples and clusters. The reliability of clusters of genes discovered in gene 
expression data of patients affected by human myeloid leukaemia is analysed 
through the proposed algorithm, and their relationships with specific biological 
processes are tested by means of Gene Ontology-based functional enrichment 
methods. 

Keywords: hierarchical clustering; stability-based methods; cluster validation; 
DNA microarray. 
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1 Introduction 

The unsupervised analysis of clusters in complex biomolecular data plays a central role in 
bioinformatics (Dopazo, 2006; Jiang et al., 2004) and raises important issues ranging 
from the proper visualisation of high-dimensional clustering results (Napolitano et al., 
2008), to the discovery of multiple structures underlying the data (Bertoni and Valentini, 
2008) and to the validation and the assessment of the reliability of the discovered clusters 
(Datta and Datta, 2003). 

In this context, different clustering validation techniques [see Handl et al. (2005) for a 
recent review] and software tools implementing classical validity indices (such as the 
Dunn’s index and the Silhouette index) have been proposed (Bolshakova et al., 2005). 

Several recent methods to estimate the validity of the discovered clusterings are based 
on the concept of stability: multiple clusterings are obtained by introducing perturbations 
into the original data and a clustering is considered reliable if it is approximately 
maintained across multiple perturbations (Kerr and Curchill, 2001; Monti et al., 2003; 
Ben-Hur et al., 2002; McShane et al., 2002). Despite their successful application in 
several bioinformatics domains, these methods are well-suited to unsupervised problems 
characterised by a relatively low number of clusters and/or examples (Smolkin and Gosh, 
2003; Bertoni and Valentini, 2006). Indeed if we try to apply them to the analysis of a 
very high number of clusters, computational problems may arise. For instance, to assess 
the reliability of clusters of N genes using DNA microarray data, we usually deal with 
thousands of examples (genes) and with an exponential (O(2N)) number of potential 
clusters. 

Considering that clusters of genes may show a hierarchical multi-level organisation 
(Bertoni and Valentini, 2007), we could reduce the computational complexity by 
examining a linear number of clusters, computed by a hierarchical clustering algorithm. 

The main idea of this work consists in the assessment of the reliability of the clusters 
discovered by a hierarchical clustering algorithm, using a stability based measure 
borrowed from our previous work (Bertoni and Valentini, 2006). Differently from our 
previous approach, we do not need to know in advance the correct or approximate 
number of clusters but we can directly apply a stability measure that estimates the 
reliability of each individual cluster of the dendrogram computed by a hierarchical 
algorithm, thus reducing the complexity to a linear number of clusters with respect to the 
number of available examples. 

In Section 2 we describe the proposed algorithm. In Section 3 we introduce an 
application of the algorithm to the discovery of significant gene clusters in patients  
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affected by human myeloid leukaemia, by using DNA microarray gene expression data 
prepared and analysed by our research group using the Affymetrix Human Genome U133 
Plus 2.0 arrays. Functional enrichment of the most stable clusters was performed relying 
on biological processes represented in the Gene Ontology (The Gene Ontology 
Consortium, 2000). In Section 4 we discuss the advantages and the limitations of the 
proposed method and we propose some research lines for future work. 

2 The algorithm 

Our algorithm relies on a stability based approach to discover the significant clusters 
identified by a hierarchical clustering algorithm. The main logical steps of the algorithm 
are the following: 

1 Hierarchical clustering of the original data. A hierarchical clustering algorithm is 
applied to the original data to discover the clusters whose reliability will be evaluated 
through the steps listed below. 

2 Multiple perturbation of the original data. The original data are perturbed by 
randomised projections (Achlioptas, 2003), by subsampling or bootstrapping 
procedures (Efron and Tibshirani, 1993) or by controlled noise injection. 

3 Multiple hierarchical clustering of the perturbed data. Multiple clusterings are 
obtained by applying the same hierarchical clustering algorithm as in Step (1) to the 
perturbed data. 

4 Construction of the similarity matrix. A similarity matrix that stores the frequency by 
which each pair of examples falls into the same cluster in the ‘perturbed’ clustering 
is built (Dudoit and Fridlyand, 2003). 

5 Computation of the stability indices. For each cluster obtained through the 
hierarchical clustering of the original data (Step 1), a stability index (Bertoni and 
Valentini, 2006) is computed using the similarity matrix constructed at Step 4. 

6 Selection of the most reliable clusters. Using the stability indices computed in the 
previous step, the most reliable clusters are selected. Several approaches can be used; 
the easiest one consists in the selection of the clusters whose stability is above a 
given threshold. 

More precisely, given a data set { },1 ,= ≤ ≤Rr
iD i Nx ∈  a clustering algorithm 

( ),C D k  is a procedure that, having as input a data set D  and an integer ,k  outputs a  

k-clustering 1 2=< , , , >… kC A A A  on the basis of the distances ( ), 1 , .− ≤ ≤i j i j Nx x  

According to Bertoni and Valentini (2006) we can associate a ×N N  similarity matrix 
M  to a k-clustering; the elements ( ),M i j  of M  are defined as: 

( ) [ ] [ ]
1

,
=

= ⋅∑ s s

k

A A
s

M i j i jχ χ  (1) 
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where { }, 1, 2, ,…i j N∈  and { }0,1
s

N
A ∈χ  is the characteristic vector of ,sA  i.e., 

[ ] 1 if ,=
sA i si Ax ∈χ  otherwise [ ] 0.=

sA iχ  

By applying multiple perturbations to the data through a randomised map 
: ,μ →R Rr m m r<  and by averaging the similarity matrices obtained from the 

application of a clustering algorithm C  to the resulting projected data, we can compute 
the following stability index s for a cluster A  (Bertoni and Valentini, 2006): 

( ) ( ) ( )
( ){ }, ,

1 ,
1

∧ ≠

=
− ∑

i ji j A A i j

s A M i j
A A

x x∈ ∈

 (2) 

The index ( )s A  estimates the stability of a cluster A  by measuring how much the 

projections of the pairs ( ),i j Ax x ∈  occur together in the same cluster in the projected 

subspaces. 
An example of randomised map that realises a dimensionality reduction from a d  to 

a ′d -dimensional space, ,′d d<  is the Bernoulli random projection ( ) 1μ ′= ∗x x/ d R  
(Achlioptas, 2003). It is a randomised linear map represented through a ′×d d  random 
matrix ,R  whose elements { }1,1 ,−ijR ∈  are instances of Bernoulli random variables 

such that ( ) ( ), ,1 1 1 2.= = = − =i j i jProb R Prob R /  

Using the stability index defined in equation (2), the pseudo-code of the stability 
based algorithm for finding reliable clusters in a given hierarchical clustering is the 
following: 

Cluster stability algorithm 

Input 

- A data set { },1 .= ≤ ≤Rr
iD i Nx ∈  

- A hierarchical clustering algorithm C. 

- A number n of perturbations of the data. 

- A procedure that realises a randomised map : , .r m m rμ → <\ \  

Begin algorithm 

 (1) { } ( )1 2 1, , : ;− =… CNA A D  

 (2) { }: is not a leaf or the root ;= i iC A A  

 (3) : 0;=M  

 (4) : 0;=d  

 Repeat for 1=j  to n  

  (5) ( ): ;μ=jD D  

  (6) { } ( )1 2 1, , : ;− =…j j j
NB B DC  
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Cluster stability algorithm (continued) 

  
(7) { }: is not a leaf or the root ;=j j j

i iC B B  

  
(8) ( )( ): depth 1;= + −jd d DC  

  For each j j
kB C∈  

   For each ( ) ( ), ×j j
t v k kB Bx x ∈  

    (9) ( ) ( ), : , 1;= +M t v M t v  

   end For 

  end For 

 end Repeat 

 
(10) : ;=

M
M

d
 

 For each kA C∈  

  
(11) ( ) ( ) ( ) ( ),

1 , ;
1 ×− ∑ t v k kk A A

k k
s A M t v

A A x x ∈:=  

 end For  

end algorithm. 

Output: 

- ( ){ }.= i iS s A A C∈  

Note that with abuse of notation we represent clusters and nodes with the same symbols, 
as well as dendrograms and corresponding clusterings. At line (2), from the original 
hierarchical clustering composed by 2 1−N  clusters [line (1)], only the internal 2−N  
nodes are selected. Indeed it is easy to see that all the singleton clusters (the leaves of the 
dendrogram) and the ‘root’ cluster are always present in any hierarchical clustering and 
as a consequence their stability is always 1 (maximum stability). 

The core of the algorithm is represented by the Repeat loop. At each iteration we 
obtain an instance of the perturbed (projected) data (Step 5); then a hierarchical clustering 
algorithm is applied to the perturbed data, considering only the internal nodes  
(Steps 6–7). After updating the cumulative depth of the n  dendrograms (8), the two 
nested iterative loops update the similarity matrix ,M  by adding 1 to the entry ( ),M t v  if 

the examples tx  and vx  are both present in the cluster j
kB  (Step 9). To maintain the 

value of each entry of the matrix M  between 0 and 1 we need to normalise it by d   
(Step 10). Indeed each pair of examples may belong to a number of clusters equal at most 
to the depth minus one of the corresponding tree (Step 8). The output of the algorithm 
consists in the set of stability indices computed for each node of the hierarchical 
clustering .C  
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3 Results and discussion 

We present the results obtained by applying the proposed algorithm to gene expression 
data collected during a study on leukaemia. In particular 16 samples were available, 
including 14 patients affected by human myeloid leukaemia at diagnosis and two healthy 
donors as control. Samples were analysed using Affymetrix Human Genome U133 Plus 
2.0 arrays. Each gene on this chip is represented by 11 oligonucleotides, termed a ‘probe 
set’. This type of array contains 54,675 probe sets and it analyses the expression level of 
47,400 transcripts and variants including 38,500 UniGene clusters at the time of array 
design. 

During the laboratory procedures biotin-labelled RNA fragments are hybridised to the 
probe array. The hybridised probe array is stained with streptavidin phycoerythrin 
conjugated and scanned by the GeneChip Scanner 3000. From the image files, .cel files 
containing a single intensity value for each probe cell delineated by the grid are obtained. 
We used Bioconductor (Gentleman et al., 2004) packages to assess data quality, using 
standard Affymetrix tests, as well as other quality check tests such as the Relative Log 
Expression (RLE) plot and Normalised Unscaled Standard Error (NUSE) (Irizarry et al., 
2003). All checks assured the high quality of the gene expression data. 

Background correction, normalisation and summarisation were performed using the 
robust multi-array average (RMA) procedure that summarises probe level data to obtain 
gene expression levels (Irizarry et al., 2003). 

To reduce the high number of probe sets (54,613 probe sets with the exclusion of the 
Affymetrix chip control probes), we used a t-test to select differentially expressed probe 
sets in patients with respect to controls. At a 0.01 significance level we selected 1,038 
probe sets. For clustering analysis we considered relative expression levels in the 14 
patients with respect to the average value in the two controls. As we are dealing with 
logarithmic scale values, this corresponds to subtracting from the expression level of each 
probe set in a certain patient the mean expression level of the same gene in the two 
controls. 

Using the algorithm described in Section 2 and the standard average-linkage 
algorithm with Euclidean distance to perform the hierarchical clusterings, we iterated 50 
random projections from the original 14-dimensional space to a lower 10-dimensional 
space, using Bernoulli random projections (Bertoni and Valentini, 2007). 

In this experimental setting we cannot apply the Johnson-Lindestrauss lemma 
(Johnson and Lindenstrauss, 1984) to directly compute the dimension m  of the projected 
subspace: 

2log= εm c  N /  (3) 

where c  is a suitable constant, N  the cardinality of the available data and ε  the desired 
upper bound to the distortion induced by the randomised projection. Indeed in our 
experiments 1,038=N  and by setting 4=c  and a 20% distortion ( )0.2=ε  we should 
project to a 302-dimensional subspace, even larger than the original 14-dimensional 
space. Considering that in this experimental setting the theoretical bounds provided by 
the Johnson-Lindestrauss lemma are in practice unuseful, we empirically estimated the 
distortion induced by the Bernoulli random projections into the analysed gene expression 
data. We chose 10-dimensional Bernoulli random mappings, because the distributions of 
the pairwise distances between genes in the original and in the projected 10-dimensional 
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space are very similar, while projections into lower dimensional subspaces may induce 
relevant metric distortions (Figure 1). 

Figure 1 Distribution of the pairwise Euclidean distances between gene expression levels in the 
original 14-dimensional space (continuous line) and distribution of the pairwise 
distances in the projected subspace (dashed line), (a) Bernoulli projection into a  
3-dimensional subspace (b) Bernoulli projection into a 10-dimensional subspace 

 
 (a) (b) 

Table 1 Number of clusters of the original hierarchical classification with stability larger  
than α  

α  Number of clusters Ratio 
0.1 1,036 1 
0.2 1,018 0.983 
0.3 889 0.858 
0.4 536 0.517 
0.5 180 0.174 
0.6 29 0.028 
0.7 3 0.003 
0.8 0 0 
0.9 0 0 

Note: The last column represents the ratio of the number of the selected clusters with 
respect to the total number of clusters. 

Results are shown in Table 1. Different thresholds 0 1< <α  were considered, in order to 
select the set Rα  of reliable clusters, among those belonging to the clustering C  in the 
original space: 

( ){ }= i iR A C s A∈ >α α  

The last column represents the ratio values with respect to the total number of clusters 
(1,036), obtained excluding the singleton and the ‘root’ clusters. From these results we 
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may observe that 180 clusters show a stability larger than 0.5 and only 29 larger than 0.6. 
Functional enrichment was performed on the 48 most stable clusters (we considered a 
threshold value slightly lower than 0.6 to work with a reasonable number of clusters) by 
using the Bioconductor package GOStats (rel. 2.8.0) (Falcon and Gentleman, 2007). This 
package relies on a hypergeometric test to find Gene Ontology biological processes that 
are over-represented in a given cluster with respect to a chosen background. In our case, 
we employed the entire set of genes assayed on hgu133plus2.0 [based on the 
hgu133plus2.db annotation package rel. 2.2.5 (Carlson et al., 2008a)] as background and 
we set the significance level to 0.01 to identify enriched biological processes in a given 
cluster. 

Table 2 GO terms of the ‘biological process’ ontology overrepresented in the discovered 48 
most stable clusters 

Genes GOID (p-value) 

GJA4, LAMA4 GO: 0007275 (0.0398) 
CCLEC7A, CD163 GO: 0006950 (0.0342), GO: 0006952 (0.0117), GO: 0006954 

(0.0057), GO: 0009605 (0.022), GO: 0009611 (0.0113) 
GNAZ, IGF1 GO: 0007166 (0.0226) 
GJA4, LAMA4, SNIP GO: 0051179 (0.0193) 
GRHL1, RGMA GO: 0007275 (0.0398) 
SLC0B1, IGHM GO: 0006810 (0.0451), GO: 0051234 (0.0474) 
FPR3, IGF1 GO: 0007166 (0.0226), GO: 0006928 (0.0051), GO: 0051674 

(0.0051), GO: 0009605 (0.022) 
FABP4, APOE GO: 0006139 (0.0474), GO: 0055088 (6.6477e-05), GO: 0031323 

(0.0413), GO: 0048878 (0.0018), GO: 0050790 (0.0021),  
GO: 0019222 (0.0413), GO: 0051338 (0.0007), GO: 0042632  
(3.9886e-05), GO: 0048519 (0.0146), GO: 0031347 (9.9716e-05), 
GO: 0033673 (6.6477e-05), GO: 0043549 (0.0007), GO: 0060255 
(0.0342), GO: 0043086 (9.9716e-05), GO: 0065009 (0.0025),  
GO: 0051234 (0.0474), GO: 0009889 (0.029), GO: 0048523 (0.0125), 
GO: 0006954 (0.0057), GO: 0045859 (0.0007), GO: 0019219 (0.026), 
GO: 0006810 (0.0451), GO: 0048583 (0.0005), GO: 0006950 
(0.0342), GO: 0048518 (0.0155), GO: 0009059 (0.0405),  
GO: 0055092 (3.9886e-05), GO: 0032101 (3.9886e-05), GO: 0009611 
(0.0113), GO: 0006952 (0.0117), GO: 0042592 (0.0026),  
GO: 0050727 (1.9943e-05), GO: 0051348 (6.6477e-05), GO: 0006469 
(6.6477e-05), GO: 0065008 (0.0142), GO: 0009605 (0.022) 

NLRP3, NR4A3 GO: 0006139 (0.0474), GO: 0010468 (0.0278), GO: 0019219 (0.026), 
GO: 0031323 (0.0413), GO: 0019222 (0.0413), GO: 0043284 
(0.0284), GO: 0009059 (0.0405), GO: 0060255 (0.0342),  
GO: 0006350 (0.0254),GO: 0009889 (0.029), GO: 0045449 (0.0226), 
GO: 0010467 (0.0405), GO: 0010556 (0.0278) 

APOE, PLA2G7 GO: 0009056 (0.0021), GO: 0006954 (0.0057), GO: 0016042 
(0.0002), GO: 0006950 (0.0342), GO: 0009611 (0.0113),  
GO: 0006952 (0.0117), GO: 0006629 (0.0044), GO: 0009605 (0.022) 

Notes: The first column reports the genes of the discovered stable clusters that belong to 
the enriched GO classes. The second column reports the enriched GO identifiers 
and the corresponding p-values. 
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Functional enrichment allows finding whether one or more functional classes (e.g., Gene 
Ontology terms or KEGG pathways) are significantly over-represented among the 
relevant genes selected in the experiment (Khatri and Draghici, 2005; Dopazo, 2006). 
Through functional enrichment it is possible to assign a putative function to unknown 
genes contained in a cluster, which can be confirmed with further extended biological 
validation. 

We considered only genes with at least one GO annotation in the ‘biological process’ 
ontology. Ten out of 48 clusters were enriched for a GO term represented by at least two 
genes in the cluster (Table 2). We used the bioconductor package ‘org.Hs.eg.db’ release 
2.2.6 (see Carlson et al., 2008b) to perform mappings from GeneIds to the related gene 
names and gene symbols. All the genes belonging to the ten clusters were underexpressed 
with respect to the mean values of the controls (results not shown). 

A further characterisation of the clusters can be obtained by evaluating the overall 
‘variability’ of the probe sets contained in the clusters, represented by the median 
standard deviation of the profiles in a cluster (Table 3). This measurement allows us to 
distinguish between clusters formed by probe sets whose behaviour does not vary across 
the different patients and clusters with probe sets behaving differently in the various 
patient samples. The biological processes enriched in the former set of clusters might be 
associated with myeloid leukemic development, irrespective of different tumour 
subclasses and might thus give us insights on the most important dysregulated processes 
in disease. 

Table 3 ‘Variability’ of the analysed clusters as represented by the median standard deviation 
of the profiles contained in each cluster 

GO enriched genes in the clusters Median st. dev. 
GJA4, LAMA4 0.1449598 
CLEC7A, CD163 0.1903084 
GNAZ, IGF1 0.1650183 
GJA4, LAMA4, SNIP 0.1326144 
GRHL1, RGMA 0.1947557 
SLC0B1, IGHM 0.1970877 
FPR3, IGF1 0.3379482 
FABP4, APOE 0.5194621 
NLRP3, NR4A3 0.4548647 
APOE, PLA2G7 0.3309572 

A preliminary biological analysis performed on the results showed in Table 2 indicates 
that the gene clustering proposed didn’t show any specific ‘molecular’ association, but 
the overall gene selection evidenced a deregulation of extra cellular matrix interactions 
and adhesion, of particular interest the LAMA4 gene that encodes the alpha chain 
isoform laminin, alpha 4. Laminin, alpha 4 contains the C-terminal G domain which 
distinguishes all alpha chains from the beta and gamma chains. RNA analysis from adult 
and fetal tissues revealed developmental regulation of expression, however, the exact 
function of laminin, alpha 4 is not known (Jaluria et al., 2007). The results of this study  
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are consistent with the role LAMA4 plays in adhesion processes in vivo and indicate that 
modifying the expression of the gene can influence adhesion of AC113+ cells. By 
reducing the expression of LAMA4 in a cell model, a reduction in cellular adhesion was 
observed. Thus, changes of the expression levels of LAMA4 are consistent with the 
evolution of different adhesion properties for the cells evaluated in the current study. The 
association of LAMA4 with GJA4 is of interest as the human gene encoding connexin37 
(encoded by GJA4, also known as CX37) is also involved in monocyte adhesion 
regulation in bone marrow (Wong et al., 2006). Moreover, the observation of IGF1 
downregulation in the patient samples is of particular interest for imatinib-related 
treatment implications. Imatinib (imatinib mesylate, STI-571, Gleevec) is a selective 
tyrosine kinase inhibitor that has been successfully used to treat chronic myeloid 
leukaemia (CML). However, relapse after the initial hematologic and cytogenetic 
response frequently occurred in late-stage disease. Heterogeneous mechanisms might be 
responsible for imatinib-resistance. It has been demonstrated that IGF1 showed consistent 
downregulation after the acquisition of imatinib-resistance (Chung et al., 2006). 

Despite the biological insights obtained from this analysis, the proposed approach 
shows some limitations that need to be considered for future work. For instance, the 
algorithm has a bias versus very low sized and very large sized clusters. Indeed it is easy 
to see that singleton clusters and the cluster that contains all the examples are always 
present in every hierarchical clustering algorithm, thus resulting in stability equal to 1. 
All the other clusters lie somewhere in between: hence it is necessary to include a proper 
correction with respect to the cluster size. Another relevant problem, related to the 
previous one, is the choice of the threshold α  to select the significant clusters. From a 
general standpoint, larger values of α  assure a high precision in identifying stable and 
significant clusters, even if at a cost of a likely lower sensitivity, while the opposite is 
true with lower values of .α  By varying α  we could tune the trade-off between 
sensitivity and precision, but a weakness of the proposed approach is the lack of a fully 
automated and principled method to set an ‘optimal’ value for α  to discover the 
significant set of clusters. Finally, the choice of classical hierarchical algorithms to 
discover the clusters of genes may represent another limitation. Even if clusters of genes 
may show a hierarchical structure, a gene may belong to multiple nodes in different  
non-nested subtrees of the hierarchical structure and classical hierarchical clustering 
algorithms cannot capture these characteristics of the data. To this end a possibly more 
consistent approach could be a fuzzy or probabilistic hierarchical clustering approach, in 
order to address the problem of ‘not-hierarchically-related’ clusters. 

4 Conclusions and future work 

We presented an algorithm to discover reliable clusters in hierarchical clusterings 
characterised by a large number of examples and clusters, a situation in which classical 
stability-based methods are not applicable for computational complexity reasons. 

The method proposes a stability-based approach that uses multiple randomised 
projections of the original data and a stability measure constructed through a similarity 
matrix that summarises multiple clusterings on the perturbed data. A preliminary 
application to patients affected by human myeloid leukaemia discovered a small number 
of gene clusters that were analysed by means of Gene Ontology-based functional 
enrichment. 
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In future works we will address the problem of the bias of the stability measure with 
respect to the cardinality of the clusters, and we will also define a principled method to 
choose the threshold to select the set of significant clusters. To this end, we are working 
on a non-parametric statistical test to solve both these open problems. 

From a biological standpoint, we will extend the analysis to a larger number of 
patients and healthy samples, which are currently being collected. This will allow us to 
perform a more reliable analysis. The selection of the differentially expressed genes is 
significantly impaired when the number of samples is low and especially when the 
number of samples in the two groups being compared is unbalanced, as in our case. 
Moreover, a larger number of samples can lead to more robust and reliable gene clusters. 
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